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a b s t r a c t

Due to huge amount of legal information availability on the internet, as well as other sources, it
is important for the research community to do more extensive research on the area of legal text
processing, which can help us make sense out of the vast amount of available data. This information
growth has compelled the requirement to develop systems that can help legal professionals as well as
ordinary citizens get relevant legal information with very little effort. In this survey paper, different text
summarization techniques are surveyed, with a specific focus on legal document summarization, as
this is one of the most important areas in the legal field, which can help with the quick understanding
of legal documents. This paper starts with the general introduction to text summarization, following
which various legal text summarization techniques are discussed. Various available tools are also
described in this paper which is used for summarization of legal text. Two case studies are also
presented in this work, where the automatic summarization of heterogeneous legal documents from
two countries is considered. With the presented detailed review of the state of the art approaches,
comparative analysis from the case studies and also discussions on several important research
questions, this work is expected to provide a good starting point for researchers to perform a more
in-depth exploration of the area of legal document summarization, more specifically with respect to
the key future research directions identified in this work.

© 2021 Elsevier Inc. All rights reserved.
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1. Introduction

This age of data deluge has resulted into the growth of online
information very rapidly each day. This sort of online information
growth is also seen in law field in the form of legal documents [1].
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document is legal if the intention behind creating is enforce-
ent in the court of law. A legal document is also called as

written performatives’ by Austin [2]. These documents include
onstitutions, contracts, deed, orders/judgements/decrees, plead-
ngs, statutes, wills. These documents are quite elaborative in
erms of structure from a general document and are very long
o read and understand [3]. It would be better if shorter versions
re available for these long documents in the form of summaries.
ummaries are the shorter versions of long documents which
ncludes all relevant information.

The main motivation behind carrying out the extensive lit-
rature review of legal document summarization, is that across
he world, legal information is produced in large amount by the
umerous legal institutions. In India itself, there are 25 High
ourts [4] and 672 District Courts [5] which publish the legal
eports publicly. This is of supreme important because several
ases are pending in Indian courts [as of 2019, 87.5 percent,
istrict and Subordinate courts] [6]. Since legal notes are long
ocuments, so, legal institutions engage legal experts to produce
eadnotes which is known as summary. But, this is remarkably
ime-consuming task as it requires extensive human participa-
ion. Thus, automatic summarization of legal documents can sig-
ificantly help legal practitioners, thereby also reducing human
fforts significantly [3]. With the use of automatic text summa-
ization techniques, legal document headnotes (summaries) can
e generated.
One of the ways to get such automatic summaries is to use au-

omatic text summarization techniques, which can produce sum-
aries without losing the relevant information of the document
nder consideration [7]. Such kind of automatic summarization
echnique has very high utility in the field of law, which has led
o the introduction of Automatic Legal Document Summarization
omain—a sub-domain of text summarization in general [8].
Currently, the generation of legal document summary is a

rocess where considerable amount of human effort is involved.
his process is labour-intensive, time-taking and expensive. For
xample, legal professionals like lawyers and judges need to send
he cases to legal experts for creating summaries for them. Apart
rom this, these legal professionals need to refer to previous
imilar cases in order to prepare their own defences as well as
rovide verdicts [8]. The novice readers of legal documents also
ant to get an idea on a current case as well as previous related
ases, without having to go through a huge number of complex
egal documents [9]. Now-a-days, legal documents are often very
asily available through online sources [10–12], so that ordinary
itizens can also access them. Automatic summarization tools
re also very helpful for ordinary citizens because using such a
ystem, summaries of any case can easily be accessed. This also
eads to a very high degree of transparency [13], since such kinds
f tools help get rid of a lot of hard to understand legal jargon.
hus automatic summarization tools can prove to be of very high
tility, in the field of law, thereby facilitating fast processing of
egal cases by legal professionals, quick understanding of past
ases by all the stakeholders, as well as a very high level of
ransparency.

The domain of automatic legal document summarization dif-
ers from text summarization in general, because these doc-
ments are often presented in many different structures, de-
ending upon the country of origin for the case, and also the
eavy usage of information carrying citations make the task of
ummarization even more challenging in this domain [3]. For ex-
mple, consider Figs. 1(a) and 1(b) below, which shows a general
tructure of legal document from United States (US) and from
ndia respectively. The two documents are very different in terms
f their structure, which can introduce significant difficulties in

eveloping a general legal document summarization tool.

2

Due to the peculiarities of legal documents, some key research
questions arise in the field of legal document summarization,
which are given below:

• RQ1: The legal documents from different countries vary
vastly, in terms of a number of factors like document struc-
tures, lengths, etc.. How do they affect the quality of auto-
matic summarization?

• RQ2: What are the metrics available to check the quality
of summary? Is the evaluation metric efficient enough to
always give good results?

• RQ3: How can the quality of legal summarization be im-
proved by performing other upstream Natural Language
Processing (NLP) tasks?

• RQ4: How to achieve better structuring of legal document
summaries?

• RQ5: Why has there been a lot of work for extractive legal
summarization, while less or no work for abstractive legal
summarization?

In this work, a detailed survey is conducted so that it enhances
the understanding of the reader about legal document summa-
rization, as well the reader is able to find answers to some
of the most important research questions in this domain. The
main contribution of this survey work can be summarized in the
following points:

• In order to understand the current state of the automatic
legal document summarization domain, an extensive litera-
ture survey is performed.

• Several important research questions have been identified
which point towards the need of doing research in specific
areas of legal document summarization.

• A comparative analysis of several country specific legal doc-
uments is performed for the task of text summarization.

• After performing comparative analysis, several key obser-
vations are drawn that help understand the current state
of the techniques for summarization. Also, multiple limita-
tions have been identified which motivate specific potential
future research directions in this domain.

The paper is divided into 8 sections. Section 1 starts with the
general introduction of summary, then it tells the importance
of summarization in general and in legal field. Section 2 com-
prises of a discussion of text summarization in general, where
some of the state of the art works in the area of extractive and
abstractive text summarization are discussed. Evaluation metrics
are discussed in Section 3. Section 4 discusses various domain
independent and domain specific legal document summarization
techniques. Then, in Section 5, some of the available legal doc-
ument summarization tools are discussed. Two legal document
summarization case studies are presented in Section 6, consid-
ering legal documents from US and India. The case studies are
enriched with a detailed comparative analysis of several summa-
rization techniques in the domain. Following which in Section 7,
the findings of the literature survey are used to address the re-
search questions identified in the introduction section. Moreover,
the limitations of the current work in the domain are identified in
the discussion section, with the help of which future research di-
rections are proposed. Finally the paper is concluded in Section 8
with a summarization of the findings of the literature survey
work.

2. Text summarization

The method in which shorter versions of documents are pro-
duced automatically without compromising on their actual mean-

ing, is known as text summarization. With the growth of online
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Fig. 1. Snippet of legal document structure from two different countries.
Fig. 2. Extractive summarization model.

ocuments which are being produced each minute of everyday, it

ecomes relevant to have such systems which can automatically

reate summaries. These summaries can be of two types: (1)

xtractive and (2) Abstractive. Extractive summarization is the

eneration of summary containing sentence subset of the original

ext after identifying the important sentences; whereas abstrac-

ive summarization can be defined as summarizing a document

n our own words after reading the full document, without losing

he original meaning. There are several detailed literature surveys

n text summarization in general [14–16].
3

2.1. Extractive summarization

Traditional extractive summarization approach consists of
three independent tasks: (1) intermediate text representation,
(2) scoring sentences with respect to text representation and
(3) sentence selection. There have been several works done in
the previous years on extractive summarization using different
kinds of approaches. A pictorial representation of the typical steps
involved in extractive summarization is depicted in Fig. 2.

• Statistical and Semantic features: In this approach several
statistical and semantic features are considered. Statisti-
cal features, such as word frequency, cue words, location,
title are used by [17–20] in order to find the important
sentences and thus the summary. There have been several
works, such as [21,22] which deal with both statistical and
semantic features such as term frequency, word frequency,
inverse sentence, stop words filtering, resolved anaphora,
word senses and textual entailment for creating extractive
summary.

• Machine learning based approach: Machine learning in-
cludes supervised and unsupervised approaches. Supervised
machine learning includes those approaches in which train-
ing examples have labels. While unsupervised machine
learning deals with those scenarios where training examples
do not have labels. One of the approaches for performing
unsupervised machine learning is clustering. In this ap-
proach, based on similarity, clusters are formed. This cluster
formation could be of either sentences or document itself.
Many researchers have explored this approach in the past
such as [23–25]. One of the works in which authors have
examined the most widely used sentence scoring methods
for extractive text summarization using machine learning
techniques is [26]. Selection of relevant sentences is the
main aim of this work. One of the papers which deals with
the formation of extractive summary [27], is based on the
sentence importance classifier in which important sentences
are predicted first and then summary is formed as per
required length.
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Fig. 3. Abstractive summarization model.

• Probabilistic approaches: The main goal of this approach
is to find salient sentences, key concepts and relationships
among those concepts. Various models such as the Bayesian
model, Hidden Markov Model (HMM), etc., have been used
for finding such important concepts through probability [28,
29].

• Graph based approach: In this approach, construction of a
similarity graph takes place in which vertices and edges are
determined using the similarity matrix of sentences. In this
similarity graph, sentences are the vertices and similarity
scores between sentences are given as edge weights. Then,
Pagerank algorithm [30] is used to determine sentence im-
portant. Then, ranking of sentences is done based on these
scores, and finally top k sentences are selected as summary.
Some of the work using this approach includes [31–35].

• Neural network based approach: This type of approach
includes learning of text through neural networks. With the
recent advancements in the field of deep learning, several
works have been done, such as [36–42], which are based on
neural extractive summarization approaches.

• Text simplification based: The goal of this technique is to
reduce any lexical or syntactic complexity associated with
text without losing the meaningful content. This step is
considered as a preprocessing step in which simplification
of a sentence leads to selection of informative sentences,
from which an effective summary can be formed. Some of
the works which have considered this type of approach
includes [43,44].

2.2. Abstractive summarization

Abstractive summarization has been thought as one of the
hallenging tasks for a very long time and due to this, research
ainly revolved around extractive summarization. But with the
mergence of deep learning models, abstractive summarization
oes not remain a difficult task and today most of the research
evolves around abstractive summarization. Fig. 3 shows the ab-
tractive summarization model. There have been many works
one for abstractive summarization, with respect to various ap-
roaches:
4

• Encoder–Decoder based approach: In this approach, input
is read through encoder and encoded into a fixed length
internal representation which is then used by decoder for
decoding until the last sequence of text is reached. Several
works in the literature have considered this approach [45–
49].

• Pointer generator network: The concept of pointers [50] is
used which helps in copying words from source text [51].
This network is a kind of balance between extractive and
abstractive summarization.

• Reinforcement Learning: The idea of reinforcement learn-
ing is also explored for training the encoder–decoder based
summarization models and to tackle the problem of repeti-
tion [52,53].

• Hierarchical model: Recently multiple text summarization
approaches have been proposed, that focus on a hierarchical
approach, for achieving efficient summarization. For exam-
ple, the authors in [54], have used hierarchical structure
for sentence representation. Whereas [55] have used sen-
tence classification layer over summarization layer in order
to derive a hierarchical structure, where the labels from
sentiment classification is further treated as ‘summarization’
of the text summarization.

part from these more common approaches, recently another
ype of abstractive summarization system has been proposed
y [56], that creates a more informative summary by applying
ule based text generation methods.

. Evaluation metrics

The performance of an automatic summarization approach is
ested through multiple evaluation metrics, among which ROUGE
cores and it’s variants are by far the most popular. ROUGE [57]
tands for Recall-Oriented Understudy for Gisting Evaluation. The
umber of overlapping units such as word pairs, n-gram and
ord sequences between system generated summary and human
enerated reference summary is automatically counted by the
OUGE score. There are four different variant of rouge score
hich includes ROUGE-SU, ROUGE-W, ROUGE-N, ROUGE-L and
OUGE-S which are described below:

• ROUGE-N: It measures the n-gram overlapping between
candidate generated summary and human generated sum-
mary. It is computed by the formula given in Eq. (1).

ROUGE −N =

∑
S∈ReferenceSummaries

∑
gramn∈S Countmatch(gramn)∑

S∈ReferenceSummaries
∑

gramn∈S Count(gramn)

(1)

where S is a sentence, gramn and countmatch is the matching
of n-grams between system generated summary and a set
of reference summaries. Here, n is n-gram’s length.
ROUGE-1 is a unigram. ROUGE-2 is a bi-gram. ROUGE-3 is
a tri-gram and ROUGE-4 is a 4-gram. The n-gram number
increases with increase in reference summary in denomi-
nator. Therefore, this metrics integrate multiple references.
The numerator part comprises of summation of all refer-
ence summaries. Thus, in this way, it gives more weightage
to those n-grams which matches in reference summaries.
Therefore, ROUGE-N favors those candidate summaries that
share more words in reference summaries.

• ROUGE-L: The quality of the system summary is captured by
measuring the longer Longest Common Subsequence (LCS)
between the system and the human summaries. The two
summaries are said to be similar when there is the longest
LCS between candidate and reference summaries. Inclusion
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of longest in-sequence common n-grams is done automati-
cally by this metric and hence, this metric does not require
to define n-grams before matching. This metric somehow,
overcomes the limitations of ROUGE-N metric, to be more
precise, the fact that ROUGE-N metric measures the similar-
ity based on shorter sequences of text, ROUGE-L considers
the LCS between the two sequences of the text. This metric
is more sophisticated than ROUGE-N, but still, it suffers from
the fact that there should be continuous n-grams.

• ROUGE-W: In this metric, weight is given to the longest
common subsequence. One of the problems with the ROUGE-
L score is that it gives same score for the sentences which
have same LCS. The LCS can either be a consecutive long
sequence of words or long sequence with gaps. It is not
wrong in saying that long sequences with gaps should
receive lower score. ROUGE-W has extra weighting function
which gives more weight to consecutive longer sequences
than longer sequences with gaps. A weighted score of 1.2
is introduced which measures the contiguous common sub-
sequences.

• ROUGE-S: It is a statistics metric which measures the co-
occurrence of skip-bigram. It actually measures the over-
lapping of skip-bigrams. It allows gaps between any pair of
words in an order in a sentence, hence, its name, skip-gram.

• ROUGE-SU: This metric is the extension of the skip-gram
metric. Extension is done by adding unigram as counting
unit in ROUGE-S metric. Rouge-S has a problem of not
including those candidate sentences which do not have any
word pair match with its reference sentences. To deal with
the problem of ROUGE-S, an extended version is introduced
which is known as ROUGE-SU that also consider the uni-
gram matching between two summaries.

Apart from the ROUGE score, the three most frequently used
easures are recall, precision and F-measure, which are also
idely used in the information retrieval domain.
Precision (P): Out of total number of documents retrieved,

ow many are actually relevant documents retrieved as defined
elow in Eq. (2).

=
#relevant documents retrieved

#retrieved documents
(2)

Recall (R): Out of total number of existing relevant documents,
how many are actually relevant documents retrieved as defined
below in Eq. (3).

R =
#relevant document retrieved

#relevant documents
(3)

F-measure (popularly used F1) measures the harmonic mean
between precision and recall as defined below in Eq. (4).

F1 = 2 ·
P · R
P + R

(4)

4. Legal document summarization

The process in which summaries are generated from legal text
which includes court judgement documents, bills under process
as well as acts and laws, is called legal document summarization.
It is important to note that legal documents are significantly
different from other types of general texts in many aspects, which
makes this task of summarization very challenging. One of the
earlier and seminal works in this field was done in 2004 in which
Grover et al. [58] introduced a legal dataset which contains 188
judgements from House of Lords Judgement (HOLJ) website from
2001–2003 for the extractive summarization of British judge-
ments. In the upcoming sections, some domain independent and
5

domain specific techniques are described. But before that, there is
a need of understanding the differences which makes legal docu-
ments different from the general documents. Legal documents are
different from the documents in other domains in many aspects
which makes it difficult to create a summary for legal documents.
Turtle [1] reports various aspects in which legal documents are
different.

• Legal document size: The length of legal documents are
comparatively longer than the documents in other domain.
It is because the other documents still depend upon ab-
stracts rather than the whole documents.

• Structure of legal document: Legal documents generally
have a wide range of internal structure. The internal struc-
ture follows a hierarchy, that is often country specific.

• Vocabulary: Legal documents follow their own legal-based
terminology besides the standard language.

• Ambiguity: The ambiguity in legal documents lies in the fact
that, these documents contain terms, phrases that may have
different meanings with respect to different legal institu-
tions.

• Citations: The Citation plays an important role in legal docu-
ments. It is the major issue of legal documents because they
contain citations that cannot be ignored.

4.1. Domain independent unsupervised extractive text summariza-
tion algorithm

There are some classical algorithms which can be applied to
any domain. Some of these algorithms such as Lexrank, Latent
Semantic Analysis (LSA) and Textrank, which have also been
widely applied in the legal domain, are described below:

• LexRank: In order to determine the sentence importance,
Erkan and Radev [34] presents a stochastic graph based ap-
proach. Text summarization uses a sentence salience for de-
termining the importance of sentences. The proposed work
is based on the eigen vector centrality. In this approach,
intra-sentence cosine similarity based connectivity matrix is
formed. The authors have also discussed various approaches
to determine lexical centrality in multi-document summa-
rization using similarity graph. The important sentences of
a document is found using the concept of sentence central-
ity and then using those important sentences, summary is
created. The dataset used was DUC 2004 and DUC 2003.
The developed approach has been compared with MEAD
and the results show that it outperformed centroid based
summarization techniques in most of the cases.

• Latent Semantic Analysis (LSA): This is yet another algo-
rithm which is widely used in NLP for performing various
tasks. Landauer et al. [59] first proposed the LSA algorithm.
This technique analyzes distributional semantics between
the terms and their corresponding set of documents. The ba-
sic assumption here is that similar texts will contain related
terms. A matrix is formed out of a large piece of text and this
matrix contains words count per document. Unique words
are represented by rows and each document is represented
by columns. The working of LSA is based upon Single Value
Decomposition (SVD) technique. The number of rows in the
matrix in this technique is reduced using similarity structure
is preserved among columns. Then, cosine similarity is used
to check the similarity between documents. Documents are
similar, if the value close to 1, while dissimilar documents
have value close to 0.
Merchant and Pande [60] uses this approach in their work.
In their work, authors have proposed two summarization
models for (a) untrained single documents and (b) trained
multi-document. However, the effectiveness of proposed
system is not totally captured by the ROUGE score.
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• Textrank: The graph based algorithm is proposed by Mi-
halcea and Tarau [33]. As per similarity matrix, a graph
is formed in which vertices represent sentences and edges
represent edges. Then, sentence importance is found out
using the Pagerank algorithm [30] based on scores. Then,
top-k sentences are selected to form an extractive sum-
mary. Authors have used DUC 2002 for finding important
sentences in their experiments and the results have been
found out that proposed approach outperforms the baseline
approaches.
A modified Textrank [31] is proposed by authors in which
edge weights are given by an inverse sentence frequency
modified cosine (isf -modified-cosine) similarity score which
finds the similarity between two sentences.
More recently in [61], the authors have proposed the appli-
cation of a fine-tuned textrank algorithm with the help of
Bayesian Optimization (BO) for summarizing legal bills and
the results have shown that proper fine-tuning is actually
helpful to get the most out of the existing algorithms.

• Reduction: The main idea of yet another graph based al-
gorithm is to remove some extraneous phrases from the
sentences and thus form a summary [62]. The whole reduc-
tion process is based on the ‘Graph Reduction’ idea. While
reducing the graph, some context information is considered.
Lexical links determine the importance of words and then
scores of such words is calculated. Finally, score of the
sentence is determined by calculating the score of the in-
dividual words. The score tells the importance of a sentence
in its local context.

• Luhn: HP Luhn [17] introduced a heuristic approach of
summarizing the documents based on word frequency and
position of that word.
In the recent paper [63], a task of summarizing plain English
contracts is done on which unsupervised approaches such as
Textrank, KLSum, Lead1, etc., are applied. These algorithms
have not been able to perform well due to the level of
abstraction and style differences.
In another recent work [64], a comparative analysis of sev-
eral extractive and abstractive approaches is performed on
the legal rulings. The results show that abstractive ap-
proaches performs significantly better than extractive ap-
proaches.

• Restricted Boltzmann Machines (RBM): Verma and Nidhi
[65] introduced an another unsupervised approach using
deep learning technique known as RBM for performing the
summarization task. This approach consists of three phases
in which firstly extraction of features is done followed by
feature enhancement and finally summary is generated. The
authors have chosen 9 sentence features for extraction and
then these features gets enhanced using RBM using a single
hidden layer and 9 perceptrons with a learning rate of 0.1.

.2. Legal document specific extractive summarization algorithms

Based on different approaches that have been followed for
ummarization of legal documents, a detailed investigation of
arious related works have been presented below:

• Citation based: This type of summarization depends upon
the set of citation sentences to form a summary which is
known as citation based summarization. In this method,
some catchphrases are created which are nothing but a form
of legal summary.
Galgani and Compton [66] uses both incoming and outgoing
citations which are further combined with other citances
6

(sentences about the target document). The citances, tar-
get’s document original text, cited and citing cases’ catch-
phrases are together known as citations. The effectiveness
of citation-based summarization method has been shown
through results. In addition to that, the proposed approach
is also flexible that it can be applied to other domains as
well.
In another work, Galgani et al. [67] also uses citation-based
approach to create the summary of the legal documents.
The authors have used incoming and outgoing citation infor-
mation for summarization of legal documents. Extraction of
catchphrases from text of target legal document is the main
aim of this approach. The dataset contains 2816 cases from
the year 2007 to 2009 which is taken from Federal Court
of Australia (FCA). Extracted sentences are compared using
ROUGE score with each catchphrase individually. The results
show that catchphrases proved to be effective for the legal
professionals who are looking for relevant precedents of any
case and also of great help when browsing routinely through
documents.

• Rhetorical role based: Rhetorical roles refer to the un-
derstanding of the semantic function of a sentence with
the rhetorical role associated with that sentence. Rhetori-
cal roles help in performing tasks such as summarization
by aligning the different sentences which are associated
with the rhetorical roles in the final summary generation.
So, rhetorical roles act as an information which makes the
final summary more readable and coherent. Also, a table-
like summary can be generated which is a well structured
summary under the different rhetorical roles. This can be
thought of as thematic segmentation [68] also in which
relevant sentences are extracted for each theme and finally
a well structured summary is generated.
Grover et al. [69] used the tenses as linguistic features which
proved to be of great help for identifying the rhetorical roles
of sentences in legal documents.
This approach is explored by Saravanan et al. [70] using
Conditional Random Fields (CRF), Hachey and Grover [71]
have used Teufel and Moens’ [72] approach for rhetorical
labelling and hence to form a summary. Whereas Bhat-
tacharya et al. [73], have used deep learning models for
identification of rhetorical roles which can be used for per-
forming downstream tasks such as summarization.

• Ripple down rules based: It is basically an error-driven ap-
proach. In this method, domain experts created rules with-
out involving a knowledge engineer. Knowledge base is
created with incremental refinements. The whole process
is monitored by a system expert when system is in use.
Whenever there is an error, the old rules which generates
error gets replaced with new rules which are provided by
the experts and these new rules are written back to the
knowledge base. Where the failure occurs, that point is
identified and replaced by new rules by the system in the
correct position so that any incorrect interactions of rules
are avoided. A smaller quantity of annotated data is required
for creating manual rules which is in contrast to machine
learning techniques which requires multiple instances to
identify important features.
Pham and Hoffmann [74] developed a system KAFTIE which
is based on ripple down rules for handling natural process-
ing tasks.
Galgani et al. [75] used hybrid approach which consists of
several summarization techniques in one rule based system.

• Graph based: One of the application of summarization is
found in multi-role court debate. Unlike other dialogues,
court debates can be lengthy. Due to this, important infor-
mation often hides. In this regard, the various researchers
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have recently proposed an end-to-end debate summariza-
tion model.
Duan et al. [76] proposes a technique in which assignment
of the utterances in the court debate is learnt jointly by the
model. The main aim of this learning is to give more focus
on controversies and tells the appropriate location of the
essential utterances which are needed for each controversy
to assist the court judge to make legal decisions. The model
extracts legal information behind the debates by using legal
knowledge graph. Court debate records of around 279,494
are collected which are of civil Private Loan Disputes (PLD).
Among them, the proposed model is evaluated on 5,477
court records of civil trials.
Kim et al. [77] presents their own graph based-method
for legal text summarization. In their graph-based method,
they have developed directed and disconnected graphs for
each document. The number of representative sentences
with coherency are chosen automatically for summariza-
tion. The authors have also proposed their own weighting
scheme based on nodes/ edges in which selection of topic
words is the major step. One of the advantage of this ap-
proach is that there is no need to provide compression
rate, instead, they give sentence selection method which
automatically decides compression rate. The authors have
performed their experiments on HOLJ dataset. The proposed
algorithm has been compared with [78] in which supervised
machine learning algorithm is applied. Using the proposed
algorithm, results have been presented which shows that
the proposed algorithm outperforms the previous results.
In order to compare with clustering algorithms, the author
have used X-clustering algorithm, and applying algorithm
to each cluster. The proposed algorithm beats the other
clustering algorithm and it has also shown good results
on comparing compression ratios with the gold summaries.
However, the recall value decreases on adding sentences in
the gold summary, which have not shared many words with
decision sentence.

• Nature inspired: Nature inspired approaches are those op-
timization approaches which are inspired by how nature
adapts to challenging circumstances. There are several op-
timization techniques such as, particle swarm optimization
(PSO), genetic algorithm etc. There have been several works
done for legal document summarization, that utilizes such
optimization ideas.
Kanapala et al. [79] presents a legal summarization problem
as binary optimization problem in which fitness is deter-
mined using the weight of the individual statistical features.
To deal with this binary optimization problem, a mathemat-
ical model is proposed based on gravitational search algo-
rithm (GSA) whose working depends on gravity law [80].
Several objective functions such as length of a sentence,
location of a sentence, sentence similarity and keywords
in the legal document. After deriving objective function, a
fitness function is derived. Experiments are performed on
1000 Supreme Court judgements containing their headnotes
too. These judgements are taken from FIRE 2014 (Forum
of Information Retrieval evaluation). The dataset covers a
judgement period from 1950 to 1989. The proposed ap-
proach outperforms the genetic algorithm, particle swarm
optimization, LSA, TextRank, MEAD, SumBasic and MS-Word
based approaches. It has been shown through the results
that the authors’ proposed algorithm can be deployed in the
practical scenario.

• Machine learning based: A supervised machine learning
approach is proposed by Le et al. [81] for legal document
summarization. In this proposed approach, important sen-

tences are extracted from legal documents. The authors also

7

proposed a technique of presenting an XML structured data
which deals with specific issues in the legal data. Then,
Naive Bayes, which is a sentence classification algorithm
is applied on a surface set, content features and emphasis.
And the best results are given by the combination of all
three features which the author named as PRobabilistic De-
cision SUMmarizer (PRODSUM). The authors has compared
the proposed approach with baseline methods and AustLII.
Though proposed algorithmmay not able to beat AustLII, but
the system gives the best overall results.
In the recent work by Zong et al. [82], authors have de-
veloped a two stage pipeline, in which firstly predictive
sentences are chosen first with the help of convolutional
neural networks (CNN) classifier, and then subset of sen-
tences are selected for the final summary through maximum
marginal relevance (MMR). This summary is represented in
summary template.
In one of the recent work, Tran et al. [83] proposes a catch-
phrase extraction system in which firstly, training of a scor-
ing model is done using the CNN based architecture fol-
lowed by the selection of catchphrases as the summary.
In the paper Anand and Wagh [84], the authors have pro-
posed a deep learning approach based on automatic sen-
tence labelling approach and from the results it has been
found that LSTM+Glove outperformed all other approaches.
One of the advantages of authors’ proposed approach is that
it can be applied to any other domain.

A summary of all relevant techniques for legal summarization
along with their findings are shown in Table 1.

5. Legal document summarization tools

Apart from the techniques developed for legal summaries,
there are also a number of online tools that are present, which
produces summaries that can help legal professionals. Table 2
summarizes the existing tools available for Legal Document Sum-
marization.

• CaseSummarizer: Polsley et al. [85] proposes a tool known
as CaseSummarizer. The working of this tool depends upon
word frequency with some extra domain-specific knowl-
edge. The engine is specifically built for legal people, that
produces lists of entities, scalable summary text, and sup-
plementary details like abbreviations present in the doc-
ument, and a significance heat map of the entire text. A
list of abbreviations provides a way through which user
can match the phrases to the original text. In this way,
it helps user to recognize which entities are being refer-
enced whenever an abbreviation appears. Depending upon
the relevance score, heat map colours the sentences in the
document. CaseSummarizer tool follows three steps in order
to produce a summary: preprocessing, scoring of sentence
relevance, and domain processing. The authors have used
ROUGE-N score for evaluating their algorithm where N =

1,2,3,4. The authors perform their experiments on 3890
legal cases which are taken from the Federal Court of Aus-
tralia (FCA) [86] which contains cases of years in between
2006 and 2009. Five randomly selected documents are taken
for evaluation. The proposed tool has been compared with
AutoSummarizer [87], TextSummarizer [88], SplitBrain [89]
and SMMRY [90]. The results have shown that the Cas-
eSummarizer tool performs better when compared to other
expert summaries. One of the noticeable thing that author
has pointed out is that, the tool was not able to beat human
written summaries. This suggests that there is a room for

further improvements.
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ist of techniques, results and findings: Legal document summarization.

Authors Technique Corpus Metrics Results Findings

Kanapala
et al. [79]

Gravitational search
algorithm (GSA)

FIRE 2014 ROUGE-1,
ROUGE- 2

R1-P = 0.3385, R1-R =

0.5953,R1-F = 0.4316R2-P
= 0.1417, R2-R = 0.2285,
R2-F = 0.1749

GSA have been shown to beat
GA, PSO, LSA, TextRank, MEAD,
SumBasic, MS-Word.

Le et al. [81] Chunk based
approach+NLP
concepts

Japanese National
Pension Act,
news articles
from Mainichi
Shimbun
newspapers

Precision, Recall,
F1-score

Precision=39.85, Recall =

92.79,F1 score = 47.16
Extracted keywords can be
further used for summarization
purposes.

Duan et al.
[76]

End-to-end debate
summarization model

Court records of
civil trial

ROUGE-L,
ROUGE-2,
ROUGE-1

ROUGE-1 = 58.8, ROUGE-2
= 45.2, ROUGE-L= 64.0

(1) One of the issues of the
proposed approach is to get
legal knowledge. (2) The main
aim is to solve controversy
focuses.

Merchant
and Pande
[60]

Latent Semantic
Analysis(LSA)

Indian Legal
Judgement

ROUGE-1,
ROUGE-2,
ROUGE-L

ROUGE-1 = 0.58, ROUGE-2
= 0.15, ROUGE-3 = 0.35

Improvement has been done
on proposed approach with
untrained and multidocument
trained LSA approach

Galgani and
Compton
[66]

Citation-based method
+ catchphrases

AustLII corpus AVG ROUGE-1 R1-P = 0.655, R1-R =

0.686, R1-F1 = 0.631
(1) The authors use
bidirectional citation. (2) The
new cases can also be
summarized which have not
been cited yet.

Kim et al.
[77]

Graph-based method HOLJ corpus Recall, F-score,
Precision

Recall=36.4%, Precision=
31.3%, F-score=33.7%

The main aim is to produce a
more coherent summary.

Galgani et al.
[75]

Hybrid
approach+Knowledge
Acquisition(KA)

AustLII corpus ROUGE-1 ROUGE-1 P = 0.690,
ROUGE-1-R = 0.265,
ROUGE-1-F = 0.363

Different kinds of formation
are considered for knowledge
acquisition at the sentence
level, document level and at
the collection level.

Farzindar &
Lapalme [68]

(1) Linguistic based
approaches (2)
Thematic
segmentation

Legal records
from federal
CANLII

ROUGE-L,
ROUGE-4,
ROUGE-3,ROUGE-
2,
ROUGE-1

ROUGE-L = 0.4518,
ROUGE-4 = 0.1503,
ROUGE-3 =

0.2071,ROUGE-2 = 0.3138,
ROUGE-1 = 0.5750

The main aim is to create
tabular structured summary by
identifying relevant themes.

Saravanan et
al.[70]

CRF Civil Court
Judgement

macro-averaged
Precision, Recall,
F-measure

P = 0.896 ,R = 0.864, F =

0.879
Use CRF technique to find
rhetorical labels and hence to
improve the structure of
summary.

Hachey &
Grover [71]

C4.5 decision trees,
Naive Bayes, Winnow
algorithm, Support
Vector Machines

HOLJ micro-averaged
F-score

C4.5 = 65.4, NB = 51.8,
Winnow = 41.4, SVM =

60.6

Rhetorical roles have been
used for extracting relevant
sentences for summary.

Bhattacharya
et al.[73]

Hierarchical BiLSTM
and hierarchical
BiLSTM CRF

Indian Legal
judgements

macro-averaged
Precision, Recall,
F-measure

Precision = 0.8396, Recall
= 0.8098, F-measure=
0.8208

(1) Use of pre-trained
embeddings have been shown
improvements for classifying
rhetorical roles using deep
learning models. (2) Deep
learning models perform better
than hand engineered features.

Manor and Li
[63]

Textrank, KLSum,
Lead-1, Lead-K,
Random-K

Plain English
Contracts

ROUGE-1,
ROUGE-2,
ROUGE-L

ROUGE-1 = 24.38,
ROUGE-2 = 7.52, ROUGE-L
= 17.63

(1) The results show that
ROUGE-score are much higher
on DUC dataset as compared
to legal dataset. (2) The
authors points out to the need
of simplification or style
transfer system in the
summarization pipeline.

(continued on next page)
• LetSum: Farzindar and Lapalme [68] developed a justice

decision text summarization tool which is known as Let-

Sum (Legal text Summarizer). The system determines the

thematic structure of a judgement. Relevant sentences are

identified for each of the themes of the segments in the de-

cision and then the unimportant sentences are filtered out.
8

It generates a summary into a tabular form. The system in-
volves intrinsic and extrinsic evaluation. Intrinsic evaluation
shows promising results.

• HAUSS: Galgani et al. [91] developed a framework to do an
efficient summarization by integrating various base tech-
niques into a single approach. Using Hybrid AUtomatic Sum-
marization System (HAUSS), rules are created with the help
of Knowledge Base (KB), that extracts catchphrase for legal



D. Jain, M.D. Borah and A. Biswas Computer Science Review 40 (2021) 100388

T
able 1 (continued).

Authors Technique Corpus Metrics Results Findings

Feijo and
Moreira [64]

Luhn, Textrank,
Lexrank,
Sumbasic,LSA, KLSum,
Random, NMT-Small,
NMTMedium,
Transformer,
TransformerAAN

Brazilian
Supreme Court

ROUGE-1,
ROUGE-2,
ROUGE-L

R1-F = 44.27, R1-P =

49.38, R1-R = 47.76, R2-F
= 26.50, R2-P = 28.36,
R2-R = 28.84, RL-F =

35.27, RL-P = 38.52, RL-R
= 38.16

Although abstractive
approaches outperforms
extractive approaches but
there is still a need of
improvement in terms of
redundancy.

Jain et al.
[61]

Textrank with
Bayesian Optimization

BillSum Dataset ROUGE-1,
ROUGE-2,
ROUGE-L

ROUGE-1 = 0.404,
ROUGE-2 = 0.194,
ROUGE-L = 0.327

The results shows that proper
hyperparameter tuning
improves the existing
algorithm.

Grover et al.
[69]

Various linguistic
tools such as NER,
tense identification is
utilized in this work

House of Lords
judgements

Precision, Recall,
F-measure

Precision = 83.74, Recall
= 71.25, F-measure =

76.99

(1) Tense information is
utilized in this work. (2)
Statistical measures are also
done to show the utility of
proposed approach.

Zong et al.
[82]

CNN classifier Board of
Veterans’ Appeals
(BVA) legal
decisions

ROUGE-1,
ROUGE-2

R1-0.269 (±0.171), R2-
0.102 (±0.178)

While the scores suggests the
applicability of their approach
but qualitative analysis
suggests the further
improvement since most of the
relevant aspects are missed.

Tran et al.
[83]

CNN Australian legal
case

ROUGE-1,
ROUGE-SU,
ROUGE-W

R1-P-0.2311,R2-R-
0.3084,R2-F- 0.2295,
R-SU6-0.0685,
R-SU6-0.1078,
R-SU6-0.0537,
R-W-1.2-P-0.1450,
R-W-1.2-R-0.1363,
R-W-1.2-F-0.1175

(1) The authors’ approach is
simple, do not depend upon
any syntactic knowledge. (2) It
also achieves comparable
performance.

Anand and
Wagh [84]

Feed forward neural
networks (FFNN) and
LSTM

Indian Supreme
Court judgements

ROUGE-1,
ROUGE-2 and
ROUGE-L

R1-F = 0.436, R1-R =

0.542, R1-P = 0.376, R1-F
= 0.245, R1-R = 0.283,
R1-P = 0.217, RL-F =

0.382, RL-R = 0.501, RL-P
= 0.335

A simple approach that does
not require domain knowledge
or feature crafting. The
quantitative analysis of the
proposed approach shows the
utility of the proposed
approach in legal domain and
other domain as well.

Polsley et al.
[85]

tf–idf approach and
entity

Federal Court of
Australia (FCA)

ROUGE-1,
ROUGE-2,
ROUGE-3,
ROUGE-4,
ROUGE-L

ROUGE-1 = 0.194,
ROUGE-2 = 0.114,
ROUGE-3 = 0.091,
ROUGE-4 = 0.085,
ROUGE-L = 0.061

(1) Sentence level
summarization is useful for
legal summaries. (2) Sentence
extraction methods are indeed
useful for producing
summaries.
texts. These rules combine centrality, frequency, linguis-
tic information and citation in a context-dependent way.
The important sentences of any case is identified using
some series of phrases or sentences which is referred to as
catchphrases in legal community and sometimes it may be
attached to judgements given by the judges. HAUSS Knowl-
edge Base (KB) has scored a highest precision of 0.765 and
0.486 when a threshold of 0.5 and 0.7 respectively is given.
It scores the highest recall and f -measure of 0.685 and
0.634 respectively with single condition HAUSS KB. With
threshold of 0.5 and 0.7, it scores a highest recall value of
0.385 and a precision value of 0.343.

• DecisionExpress: A thematic segmentation based approach
is utilized by ‘‘NLP Technologies’’ to develop the Decision-
Express tool. The working of this tool is mainly based on
themes which are introduction, reasoning, context and con-
clusion. The system is well designed for describing the in-
formation like judge name who has signed the judgement,
what kind of judgements judges pertain to, domain of the
law and what is the subject of information. Hyperlinks are
also provided to the summary and the original document
with the help of this tool. Translation of judgements into the
9

Table 2
Tools for legal document summarization.

Tool name Approach Features

Case Summarizer Word frequency+domain
specific knowledge

Scalable summary

Hauss Knowledge Base Context dependent,
purpose specific

LetSum Linguistic features Table style summary

DecisionExpress Thematic segmentation Bilingual information
extraction, consistency,
cost reduction

Canadian languages (English or French irrespective of the
fact that the judgements are produced in which language)
is done automatically using this tool.

6. Legal document summarization case studies

In order to assess the performance of several classical as well
as legal domain specific recent summarization approaches, in this
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Table 3
Statistics of datasets.

BillSum dataset Indian dataset

US train US test CA test

Doc Summary Doc Summary Doc Summary Doc Summary

Avg sent 62 6 62 6 46 9 516 53

Avg words 1451 196 1444 196 1695 370 15695 1300
section two case studies are presented. Both of these case studies
focus on the automatic summarization of different types of legal
documents, from two different countries. Firstly, the datasets uti-
lized for experimental evaluation have been described. Following
which an extensive comparative analysis of various automatic
summarization techniques(both general as well as legal domain
specific) is presented.

6.1. Dataset details:

For performing the comparative analysis, two datasets have
een used of two different countries i.e. United States (US) and
ndia.

• The first dataset is a publicly available legal benchmark
dataset—BillSum [92] which consists of US Congressional
Bills, that has been further split into 18,949 training and
3,269 testing dataset. The main motivation of introducing
this dataset is to check the performance of the models
developed over US Congressional bills on California state
(CA) bills. Therefore, this dataset also has an additional 1,237
number of CA state bills.
The dataset is cleaned to make it further useful for experi-
ment purpose. Several preprocessing steps such as, normal-
ization of certain words and sentences, remove semicolons,
get rid of any whitespaces, complete sentences are formed
by removing the bullet points and so finally to form a
paragraph, get rid of special characters, also make sure that
there must be gap between full stop and start of the new
sentence. Similar kinds of cleaning steps are taken by the
authors who have introduced the BillSum dataset [92].
The structure of a typical legal bill is shown in Fig. 1(a),
which depicts the highly hierarchical organization of a legal
bill. Also the ROUGE score based importance of various
sentence positions in the bill with respect to the reference
summaries is presented in Fig. 4(a), from where it can be
observed that the sentences occurring at earlier positions in
the document usually are more important, as they tend to
have higher ROUGE score based similarity with the refer-
ence summaries. It is important to note at this point that
the sentence importance distribution for CA state bills is
somewhat steeper as compared to the distribution for the
US congressional bills, depicting the higher importance of
initial sentences for the former.

• The second dataset utilized in this work corresponds to In-
dian legal case documents. Firstly, summaries are extracted
from websites Lawbriefs [93], Cyber blog India [94], Law
times journal [95] and then corresponding documents are
extracted from Indian Kanoon [11]. During extraction, sev-
eral similarity measures have been employed in order to
extract the correct document corresponding to each sum-
mary. In this way, a total of 411 legal case documents of
the Supreme Court of India along with their summaries are
combined to form an Indian legal case judgement summa-
rization dataset.
10
After extraction, the dataset is stored in the .txt format.
Then, preprocessing of the dataset is done. Several pre-
processing steps such as, removing unwanted space, un-
wanted text, applying regular expressions, removal of un-
wanted headers and make sure all the characters are in
UTF-8 encoding are done.
The sentence position importance is depicted in Fig. 4(b),
with respect to the reference summaries. A similar long tail
distribution is observed for the Indian legal case dataset
as well, however one important point to note here is that
for Indian documents, the majority of the important sen-
tences are found in the first 200–250 index positions in the
document.

Document & Summary length: There are several other im-
portant observations for both the datasets with respect to the
document and summary lengths. The average length of the doc-
uments as well as the reference summaries are mentioned in
Table 3, both with respect to the number of sentences and num-
ber of words. These statistics become very important for limiting
the lengths of the predicted summaries, whenever some auto-
matic summarization technique is applied. In the case of the
BillSum dataset, since the average ratio between the number
of words in the train set reference summaries to the number
of words in the train set documents is found to be 15%, the
same ratio can be used while generating predicted summaries.
Whereas, in case of the Indian legal case dataset, the summary
length can be fixed to be 31%, which is the ratio of the number
of words in reference summary to the number of words in the
documents in the collected dataset.

6.2. Comparative analysis results

A comparative analysis is performed with the use of the al-
gorithms that have been discussed in Section 4, with respect
to the two datasets described in Section 6.1. Multiple domain
independent as well as domain dependent algorithms are applied,
to draw some important insights which have been discussed in
this section along with the results of the comparative analysis.
All the experiments were performed on a 64-bit linux machine
with 16 GB RAM. A comparative analysis is done in order to verify
how the techniques developed for legal documents of one country
work on legal documents of another country.

The experimental results for automatic summarization in case
of the US test data is depicted in Table 4. From the experimen-
tal results it can be observed that the supervised approach of
LSTM based classification approach, with word2vec based rep-
resentation, is the best performing model with respect to every
evaluation metric except the ROUGE-1 F1, while Lexrank has
achieved the highest ROUGE-1 F1 score of 0.3704.

Fig. 5 shows the sentence position importance, similar to
Fig. 4(a), however both with respect to the predicted as well as
reference summaries. It has been observed that important sen-
tences are found at the starting positions, similar to the reference
summaries. Moreover, the predicted summaries with the LSTM

based approach has shown similar behaviour as that of US test
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Fig. 4. Occurrence of important sentences across different positions in a reference summary.
able 4
erformance on US test data.

Approach ROUGE-1 ROUGE-2 ROUGE-L

F1 R F1 R F1 R

CaseSummarizer [85] 0.3402 0.3920 0.1448 0.1622 0.2851 0.2995

RBM [65] 0.2971 0.3008 0.1079 0.1131 0.2397 0.2284

LSTM with w2v [84] 0.3615 0.6539 0.2086 0.3720 0.3664 0.5358
LSTM with glove [84] 0.3619 0.6475 0.2071 0.3655 0.3655 0.5301

Lexrank [34] 0.3704 0.5415 0.1811 0.2604 0.3365 0.4230

Textrank [33] 0.3269 0.6295 0.1793 0.3423 0.3383 0.5037

LSA [60] 0.3277 0.4008 0.1288 0.1542 0.2890 0.3354

Reduction [62] 0.3472 0.5700 0.1757 0.2817 0.3304 0.4429

Luhn [17] 0.3515 0.5867 0.1800 0.2931 0.3405 0.4580

Fig. 5. Occurrence of important sentences across different positions in US Test
ata.

eference summaries, which supports the fact that it has also been
he best performing model.

In case of the CA test dataset, Lexrank has achieved the high-
st ROUGE-1 F1 score of 0.4144 followed by Luhn, which has
chieved 0.4112 ROUGE-1 F score, as shown in Table 5. Luhn
as achieved the highest ROUGE-1 and ROUGE-L recall scores
f 0.5112 and 0.3871 respectively. Such kind of higher recall is
ue to the fact that it tends to select the longer sentences from
he document, to form the summaries. Whereas Textrank has
een able to achieve the highest ROUGE-2 F1 and ROUGE-2 recall
cores of 0.2015 and 0.2461 respectively. It has also achieved the
ighest ROUGE-L F1 score of 0.3457.
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Table 5
Performance on CA test data.

Approach ROUGE-1 ROUGE-2 ROUGE-L

F1 R F1 R F1 R

CaseSummarizer [85] 0.3632 0.3338 0.1551 0.1372 0.2947 0.2586

RBM [65] 0.3166 0.4049 0.1007 0.1350 0.2469 0.2755

LSTM with w2v [84] 0.4073 0.4638 0.1883 0.2093 0.3312 0.3588

LSTM with glove [84] 0.4071 0.4596 0.1863 0.2056 0.3322 0.3576

Lexrank [34] 0.4144 0.4529 0.1936 0.2083 0.3406 0.3531

Textrank [33] 0.4069 0.5055 0.2015 0.2461 0.3457 0.3848

LSA [60] 0.3363 0.3145 0.1313 0.1203 0.2970 0.2840

Reduction [62] 0.3996 0.4870 0.1843 0.2214 0.3255 0.3632

Luhn [17] 0.4112 0.5112 0.1981 0.2423 0.3447 0.3871

Fig. 6. Occurrence of important sentences across different positions in CA Test
Data.

Fig. 6 shows a frequency distribution for the CA test dataset,
depicting the positions of the important sentences in the docu-
ments, with respect to the predicted as well as reference sum-
maries. From the figure, it is clear that most important sentences
of reference summary again lie at the initial positions of the docu-
ments. The predicted summaries of Textrank and Luhn algorithms
have been able to achieve similar distributions to the reference
summaries, supporting their better performance with respect to
the other algorithms.

In case of the Indian legal case judgement summarization task,
the LSA algorithm has achieved the highest ROUGE-1 F1 score
of 0.3178, as shown in Table 6. Whereas, LSTM with glove has
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able 6
erformance on Indian legal data.

Approach ROUGE-1 ROUGE-2 ROUGE-L

F1 R F1 R F1 R

CaseSummarizer [85] 0.2750 0.6238 0.1414 0.3251 0.2767 0.4537

RBM 0.2688 0.1998 0.1120 0.0816 0.2256 0.1656

LSTM with w2v [84] 0.2889 0.6817 0.1526 0.3737 0.2783 0.5155

LSTM with glove [84] 0.2946 0.6827 0.1551 0.3766 0.2824 0.5179

Lexrank [34] 0.2751 0.6734 0.1440 0.3486 0.2894 0.4896

Textrank [33] 0.2676 0.6484 0.1341 0.3363 0.2661 0.4817

LSA [60] 0.3178 0.6110 0.1285 0.2550 0.2691 0.4469

Reduction [62] 0.2343 0.6712 0.1284 0.3630 0.2568 0.5027

Luhn [17] 0.2314 0.7095 0.1286 0.3869 0.2631 0.5403

Fig. 7. Occurrence of important sentences across different positions.

chieved the highest ROUGE-2 F1 score of 0.1551. Apart from
hese, Lexrank and Luhn algorithms have performed quite well
ith respect to several metrics.
Fig. 7 shows the occurrence of important sentences in the

articular document positions. It has been observed from the
igure that, more important sentences are lying at the starting
ositions for both the reference as well as the predicted sum-
aries. But one important point to note here is that, none of

hese high performing algorithms have been able to closely match
he reference summaries in terms of identifying the importance
entences.
After performing the comparative analysis, several important

onclusions are drawn. Firstly, from the results it has been shown
hat none of the algorithms can be called as the best algorithm
cross the datasets. The algorithm which works better for one
ountry specific legal dataset could not perform well in case of
ther country specific dataset. Another important point that has
een observed from the results is that supervised approaches
uch as LSTM with word2vec or LSTM with glove can perform
etter if provided with more training data and as compared
o the other approaches. Moreover, the legal document specific
echnique CaseSummarizer, which has been applied originally
n Australian legal case judgements, is not able to achieve very
mpressive results for any of the other country specific datasets
onsidered in this comparative analysis. The reason being that,
he performance is heavily dependent on correct identification of
amed entities which is difficult in case of legal documents using
tandard NLP tools.
12
7. Discussion

The research in the legal domain for summarization has its
roots long back. However, a recent increase in the number of
research works in this domain has been observed, mainly due
to the digital availability of the legal documents, as well as
improvements in automatic NLP techniques. Some of the major
advantages of text summarization which may help legal prac-
titioners such as, lawyers, judges, etc., can be summarized as
follows:

• Automatic summaries help with the quick understanding
of legal documents that are typically quite long in terms
of number of words and sentences. This becomes even
more important when the extremely long legal documents
are filled with incomprehensible literary flourishes. Several
newspaper articles by reputed journalists have recently
questioned the understandability of such long and complex
documents, citing situations where even Supreme Court
judges are also not able to fully comprehend the contents of
judgement documents from High Courts and Supreme Court
of India [96,97]. In such scenarios automatic summarization
techniques can have very high applicability.

• The summary of previous judicial decisions that are relevant
for the current case, can be very helpful in making precedent
based judgements. This can potentially facilitate quick pro-
cessing of legal cases, which can go a long way in mitigating
the typical judgement delays.

• Depending upon the type of end user, the summary need
might be different. For example, a judge might be more in-
terested in finding out judicial decision summaries, whereas
a lawyer might be more interested in finding the factual
summary of a legal case document [85]. Moreover, if a
layman wants to understand legal documents, then the sum-
maries need to be even simpler and it needs to cover the
overall topic of the document [98]. With appropriate super-
vised training of computational systems on multiple types
of gold standard summaries, automatic summarization sys-
tems can be developed that caters to the specific needs of
the end user. Thereby, improving the overall understand-
ability of legal documents.

• Automatic legal document summarization is of very high
utility in the area of Legal Information Retrieval (LIR) as
well. Legal document search engines can be enhanced with
the help of automatically generated summaries of the docu-
ments, since they can be used as part of the retrieval results
as snippets of the underlying documents. Moreover, the
search queries for such search engines can themselves be
augmented with the help of automatic summaries, resulting
in better document retrieval [99].

In this survey paper, all the recent legal document summarization
techniques are explored. The paper investigates several impor-
tant research works that have been done in the legal document
summarization area. From these studies, several important key
points have been extracted out, which addresses all the research
questions identified in Section 1.

In order to address RQ1, apart from the observations from the
exploration of research works in this domain, several important
observations are drawn from the case studies that have been
performed in Section 6. From these observations, it is clear that,
the methods that have been developed for legal documents of
one country, could not perform well on the legal documents of
other countries. In addition to that, several domain dependent
and domain independent techniques have been utilized for per-
forming experiments and from the results it is seen that, none
of the methods can be called as the best for all the different
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ypes of documents. We can only say that comparatively, for
pecific scenarios a particular technique outperformed all other
echniques. Such kind of variance in performance of summariza-
ion approaches can be observed from Table 1, as well as from
he comparative analysis results in Tables 4–6.

One of the most popular evaluation metrics which have been
sed in the literature for checking the performance of summariza-
ion systems is the ROUGE metric as described in Section 3. Since
his metric considers the exact matching of words, it is not always
ossible to find all the exact matches due to the abstractive
ature of reference summaries. In the paper [60], the authors
ave said that the effectiveness of summarization systems cannot
e completely judged by the ROUGE scores. The reason being
hat, the reference summaries are written by the experts and
hus, there is a possibility for the words in machine generated
ummary that they may not match with the words in the actual/
eference summary. Similar observations are made by [85], where
he authors have performed lawyer scoring of the reference as
ell as the predicted summaries, and significant differences be-
ween the ratings have been observed. In [3], the authors have
valuated the quality of the predicted summaries, that were gen-
rated by the best ROUGE score techniques, with the help of legal
xperts. This evaluation revealed that the automatic summaries
ere able to cover the facts and statutes properly, however they
ere unable to appropriately cover the precedents and holdings

n legal case judgements. These observations address the second
esearch question RQ2, and also motivates the need for more
omain specific evaluation metrics, instead of the vanilla ROUGE
core based metrics.
Several important observations have been drawn from the

iterature review of the current legal document summarization
echniques with respect to RQ3. Since text summarization is a
ownstream NLP task, it is highly dependent on the efficient
ompletion of comparatively simpler upstream tasks, like word
ectorization, named entity recognition (NER) and sentence role
lassification. This becomes more evident in the legal domain,
ince the legal documents usually contain very specific words,
amed entities and also rhetorical roles of sentences. If these
pstream tasks can be performed in a legal domain specific
anner, improved summarization performances can be achieved.
or example, if only the generic tf–idf features are used for the
epresentation of legal texts, then this might not be able to
apture all the information specific to the legal domain. Simi-
arly, if pre-trained word embeddings are considered, then many
eneric embeddings are publicly available like Word2vec [100],
love [101], etc., however development of legal specific word
epresentations can be actually more beneficial for downstream
asks, as shown by Chalkidis and Kampas [102]. The authors
ave considered 123,066 documents which consists of 492 M
ndividual words, using which Law2Vec embedddings are learnt,
hich show improved performance on downstream tasks. The
educed performance of generic approaches can be seen from the
esults of CaseSummarizer, given in Tables 4 and 5. From the
esults, it is can be observed that CaseSummarizer approach is
ot able to achieve very good performance, since the working of
aseSummarizer is heavily dependent on the named entities and
ith the use of generic NER tool, it is unable to recognize the

egal specific words. If we consider the legal case judgements,
hen the need for appropriate role labelling of the sentences
nside these documents, becomes very important. The availability
f documents with rhetorical role labelled sentences, can enable
utomatic summarization approaches to perform structured the-
atic summarization, by forming the predicted summaries part
y part where each part can cover one rhetorical role. Such kind
f thematic summarization can help cover all the important parts

f the legal case judgements, as shown by [68,73].
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The structure of the summary, which is the main focus of RQ4,
as been found to be of extreme importance based on the ex-
ensive literature review. It has been observed that the summary
hould cover all the aspects of a legal judgement document, basi-
ally the thematic or rhetorical segments which cover the entire
ocument. For example, creation of summary using rhetorical role
abelling or thematic segmentation is mainly performed in order
o understand the structure of these documents. In this way,
entences are extracted from each theme/ rhetorical roles so that
more coherent and more readable summary can be produced.
hus, thematic segmentation and rhetorical labelling are the ways
o achieve a well structured, readable and coherent summary.

The lack of exploration of abstractive summarization in the
egal domain is quite evident from the literature review. To an-
wer the RQ5, it has been observed from the literature survey,
hat all these studies are conducted on small legal datasets and
ost of the works relied on hand engineered features like cue
hrases, title, sentence location, etc. It is important to note that
espite many of the state of the art approaches for general text
ummarization being abstractive, in the legal domain, extractive
ummarization techniques are more commonly used. One of the
easons that can be considered is that legal documents are longer
nd have citations which cannot be ignored. It is possible that
hile using abstractive summarization, the meaning of the legal
ocuments may get changed due to this. The second possible
eason for not using abstractive techniques in the legal domain, is
hat abstractive techniques use deep learning approaches which
equire much larger datasets and most of the available legal
atasets have smaller sample size. So, deep learning approaches
re harder to apply on such scenarios. However, it is yet to
e seen if transfer learning based ideas, which use pre-trained
odels just for fine-tuning for specific domains can be useful in

he legal domain as well.
One of the challenges associated with the automatic sum-

arization of legal documents is related to its fairness. If there
s only one summary, it might not cover all the aspects of the
egal documents. Moreover, since reference summaries are hu-
an generated and abstractive in nature, it is very much prone

o high bias. To deal with such problems, multiple reference
ummaries need to be considered for a single document, while
uilding benchmark datasets. Similarly, in case of the documents
lso, the problem of fairness becomes important due to potential
nder-representation of documents from different sub-domains.
or example, in case of legal case judgement documents, a variety
f cases should be included to make a complete dataset, along
ith multiple reference summaries for each such document. In
uch cases, one reference summary might cover all the facts
nd precedents while the other reference summary covers issues
nd arguments. So, there is a need for a heterogeneous set of
ocuments along with multiple human written summaries, to
nsure fairness and reduce human bias.
Based on the limitations that have been found through the

iterature review, one can consider the following as potential
uture work directions:

• There is a huge lack of properly labelled legal datasets.
This is the biggest challenge in order to proceed with au-
tomatic legal text summarization system design and devel-
opment. More specifically, legal documents cover a huge
variety ranging from case judgements to patents, from legal
bills to contract documents, and so on. Therefore, there is
a great need for properly labelled datasets for every type
of legal document, in a country specific manner. In the
literature, most of the works are found on case judgement
documents. Whereas, the other types are less commonly
explored. Future research works can be carried out to build

benchmark legal summarization datasets, that consists of a
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variety of legal documents, along with multiple human writ-
ten summaries, so that effective automatic summarization
techniques can be developed.

• One of the key observations from this literature survey work
is that efficiently performed upstream tasks like NER, word
representation learning, rhetorical role labelling, etc., can
help improve the performance of automatic summarization
of legal documents, in a significant manner. This motivates
the need for future research in the development of legal
specific NLP techniques. For this task also, appropriately
labelled legal specific datasets need to be created, which can
have a very high positive impact, not only on summariza-
tion, but also on many other complicated downstream NLP
tasks in this domain.

• Since the documents in the legal domain typically are char-
acterized by very long sentences, a simple application of
extractive summarization might still result in long and com-
plicated sentences as part of the predicted summaries. This
motivates the exploration of text simplification techniques
for the legal domain, which can potentially help improve the
readability as well as the understandability of the automati-
cally generated summaries of legal documents [84]. As men-
tioned by [63], several text simplification techniques can be
explored as part of future work to further improve the qual-
ity of system generated summaries, like lexical simplifica-
tion, structural simplification, unwanted qualifier removal,
etc.

• As identified from the literature survey, there is a signifi-
cant lack of research in the area of legal domain specific
evaluation metric design, for the task of summarization. The
currently used ROUGE metrics, are not able to fully cap-
ture the quality of a system generated summary. Significant
future research is needed in this area, to develop a legal
specific ROUGE metric, that can better capture the semantics
of a summary in this domain. One potential way to achieve
this, could be to ensure the inclusion of both word level,
as well as phrase level semantic domain knowledge along
with the traditional ROUGE metric, in order to better assess
the quality of the predicted summaries. However, extensive
exploration and experimental analysis is required to find
such an effective measure.

ince voluminous information is generated everyday in this do-
ain, and also there are many cases which are pending, while
ew cases are being added to the existing ones, it is high time to
erform active research in this domain, in order to develop such
ethods which take into consideration all the above mentioned
oints and develop the techniques to deal with lengthy and
omplex legal documents.

. Conclusion

In this survey paper, first an attempt is made to have a brief
ccount, about the various text summarization techniques. The
aper starts with the basic definition of text summarization and
radually describes the important techniques so that an unfa-
iliar reader can have better understanding about this area.
ext, the main focus is shifted towards legal document sum-
arization techniques. Legal document summarization section is
tarted with the main issues in this domain. Then, classification of
egal document summarization techniques based on different ap-
roaches like citation based, graph based, nature inspired, Latent
emantic analysis approach, rhetorical roles, etc. are discussed.
arious publicly available tools for legal document summariza-
ion are also described. One noticeable thing here is that only
xtractive work is found in the existing literature. This suggests

hat there is a need to do more future work in this domain.

14
Apart from carrying out a detailed investigation of various
egal document summarization approaches, multiple key research
uestions have also been identified in this domain. With the
elp of the literature survey, these research questions have been
ddressed and based on the findings, several important future
esearch directions have also been identified. Further explo-
ation resulting in better summarization techniques, benchmark
atasets and evaluation metrics for the legal domain, is found to
e the key to further progress the research in this area.
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