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Artificial intelligence act 
OVERVIEW 
European Union lawmakers reached a political agreement on the draft artificial intelligence (AI) act 
in December 2023. Proposed by the European Commission in April 2021, the draft AI act, the first 
binding worldwide horizontal regulation on AI, sets a common framework for the use and supply of 
AI systems in the EU. It offers a classification for AI systems with different requirements and 
obligations tailored on a 'risk-based approach'. Some AI systems presenting 'unacceptable' risks are 
prohibited. A wide range of 'high-risk' AI systems that can have a detrimental impact on people's 
health, safety or on their fundamental rights are authorised, but subject to a set of requirements and 
obligations to gain access to the EU market. AI systems posing limited risks because of their lack of 
transparency will be subject to information and transparency requirements, while AI systems 
presenting only minimal risk for people will not be subject to further obligations. The regulation also 
provides specific rules for general purpose AI (GPAI) models and lays down more stringent 
requirements for GPAI models with 'high-impact capabilities' that could pose a systemic risk and 
have a significant impact on the internal market.  

The provisional agreement has been endorsed by the Committee of Permanent Representatives of 
EU Member States and by Parliament's two lead committees. Parliament's plenary vote on the final 
agreement is scheduled for the March plenary session. The AI act must also be endorsed by Council 
and published in the EU's Official Journal before entering into force. 
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Introduction 
AI technologies are expected to bring a wide array of economic and societal benefits to a wide 
range of sectors, including environment and health, the public sector, finance, mobility, home affairs 
and agriculture. They are particularly useful for improving prediction, for optimising operations and 
resource allocation, and for personalising services.1 However, the implications of AI systems for 
fundamental rights protected under the EU Charter of Fundamental Rights, as well as the safety 
risks for users when AI technologies are embedded in products and services, are raising concern. 
Most notably, AI systems may jeopardise fundamental rights such as the right to non-discrimination, 
freedom of expression, human dignity, personal data protection and privacy.2 

Given the fast development of these technologies, in recent years AI regulation has become a 
central policy question in the European Union (EU). Policy-makers pledged to develop a 'human-
centric' approach to AI to ensure that Europeans can benefit from new technologies developed 
and functioning according to the EU's values and principles. In its 2020 White Paper on Artificial 
Intelligence, the European Commission committed to promote the uptake of AI and address the 
risks associated with certain uses of this new technology. After having initially adopted a soft-law 
approach with the publication of its non-binding 2019 Ethics Guidelines for Trustworthy AI and 
Policy and investment recommendations, the European Commission shifted towards a legislative 
approach, calling for the adoption of harmonised rules for the development, placing on the market 
and use of AI systems. 

Leading the EU-level debate, the Parliament called on the Commission to assess the impact of AI 
and to draft an EU framework for AI, in its wide-ranging 2017 recommendations on civil law rules on 
robotics. In 2020 and 2021, Parliament adopted a number of non-legislative resolutions calling for 
EU action,3 as well as two legislative resolutions asking the Commission to establish a legal 
framework of ethical principles for the development, deployment and use of AI, robotics and related 
technologies in the Union and harmonising the legal framework for civil liability claims and 
imposition of a regime of strict liability on operators of high-risk AI systems.  

In the past, the Council has repeatedly called for the adoption of common AI rules, including in 2017 
and 2019. In 2020, the Council called upon the Commission to put forward concrete proposals that 
take existing legislation into account and follow a risk-based, proportionate and, if necessary, 
regulatory approach.  

The Commission launched a broad public consultation in 2020 and published an Impact Assessment 
of the regulation on artificial intelligence, a supporting study and a draft proposal, which received 
feedback from stakeholders.4 In its impact assessment, the Commission identified several problems 
raised by the development and use of AI systems, due to their specific characteristics, namely: 
(i) opacity (limited ability of the human mind to understand how certain AI systems operate), 
(ii) complexity, (iii) continuous adaptation and unpredictability, (iv) autonomous behaviour, and 
(v)  functional dependence on data and on the quality of data. 

AI regulatory approach in the world. An increasing number of countries worldwide are designing and 
implementing AI governance legislation and policies. While the United States of America (USA) had initially 
taken a lenient approach towards AI, calls for regulation have recently been mounting. The White House has 
released the Blueprint for an AI Bill of Rights, a set of guidelines to protect the rights of the American public in 
the age of AI and President Joe Biden signed an executive order on AI in 2023. The Cyberspace Administration 
of China issued some guidelines on generative AI services, while the UK has announced a pro-innovation 
approach to AI regulation, which largely regulates AI via existing laws. At international level, the Organisation 
for Economic Co-operation and Development (OECD) adopted some non-binding Principles on AI, in 2019, 
UNESCO embraced a set of Recommendations on the Ethics of AI in 2021, the G7 agreed some International 
Guiding Principles on Artificial Intelligence in 2023 and the Council of Europe is currently finalising an 
international convention on AI. Furthermore, in the context of the newly established EU-US tech partnership 
(the Trade and Technology Council), the EU and the USA are seeking to develop a mutual understanding on 
the principles underpinning trustworthy and responsible AI. 

https://ec.europa.eu/info/aid-development-cooperation-fundamental-rights/your-rights-eu/eu-charter-fundamental-rights_en
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52019DC0168&from=BG
https://ec.europa.eu/info/sites/default/files/commission-white-paper-artificial-intelligence-feb2020_en.pdf
https://ec.europa.eu/info/sites/default/files/commission-white-paper-artificial-intelligence-feb2020_en.pdf
https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai
https://digital-strategy.ec.europa.eu/en/library/policy-and-investment-recommendations-trustworthy-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/communication-fostering-european-approach-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/communication-fostering-european-approach-artificial-intelligence
https://www.europarl.europa.eu/doceo/document/TA-8-2017-0051_EN.html
https://www.europarl.europa.eu/doceo/document/TA-8-2017-0051_EN.html
https://oeil.secure.europarl.europa.eu/oeil/popups/ficheprocedure.do?lang=en&reference=2020/2012(INL)
https://www.europarl.europa.eu/doceo/document/TA-9-2020-0276_EN.html
https://www.consilium.europa.eu/media/21620/19-euco-final-conclusions-en.pdf
https://data.consilium.europa.eu/doc/document/ST-6177-2019-INIT/en/pdf
https://data.consilium.europa.eu/doc/document/ST-8711-2020-INIT/en/pdf
https://wayback.archive-it.org/12090/20210726215107/https:/ec.europa.eu/digital-single-market/en/news/white-paper-artificial-intelligence-public-consultation-towards-european-approach-excellence
https://digital-strategy.ec.europa.eu/news-redirect/708840
https://digital-strategy.ec.europa.eu/news-redirect/708840
https://op.europa.eu/en/publication-detail/-/publication/55538b70-a638-11eb-9585-01aa75ed71a1/language-en
https://eur-lex.europa.eu/legal-content/EN/TXT/?qid=1623335154975&uri=CELEX%3A52021PC0206
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12527-Artificial-intelligence-ethical-and-legal-requirements/feedback_en?p_id=24212003
https://eur-lex.europa.eu/resource.html?uri=cellar:0694be88-a373-11eb-9585-01aa75ed71a1.0001.02/DOC_1&format=PDF
https://iapp.org/resources/article/global-ai-legislation-tracker/?utm_source=&utm_medium=&utm_campaign=Social
https://www.europarl.europa.eu/RegData/etudes/ATAG/2024/757605/EPRS_ATA(2024)757605_EN.pdf
https://www.whitehouse.gov/ostp/ai-bill-of-rights/
https://www.whitehouse.gov/briefing-room/statements-releases/2023/10/30/fact-sheet-president-biden-issues-executive-order-on-safe-secure-and-trustworthy-artificial-intelligence/
https://www.linkedin.com/pulse/chinas-generative-ai-rules-anders-c-johansson-floyc/
https://researchbriefings.files.parliament.uk/documents/POST-PN-0708/POST-PN-0708.pdf
https://www.europarl.europa.eu/thinktank/en/document/EPRS_BRI(2024)757632
https://oecd.ai/en/ai-principles
https://www.unesco.org/en/artificial-intelligence/recommendation-ethics
https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system
https://digital-strategy.ec.europa.eu/en/library/hiroshima-process-international-guiding-principles-advanced-ai-system
https://www.coe.int/en/web/artificial-intelligence/cai
https://www.europarl.europa.eu/thinktank/en/document/EPRS_BRI(2023)739336
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The changes the proposal would bring 
The draft AI act was designed as a horizontal EU legislative instrument applicable to all AI systems 
placed on the market or used in the Union, based on Article 114 and Article 16 of the Treaty on the 
Functioning of the European Union (TFEU) following the logic of the new legislative framework 
(NLF), i.e. the EU's approach to ensuring a range of products comply with the applicable legislation 
when they are placed on the EU market through conformity assessments and the use of CE marking.  

The Commission proposed enshrining in EU law a legal definition of 'AI system' referring to a range 
of software-based technologies using specific techniques and approaches ('machine learning', 
'logic and knowledge-based' systems, and 'statistical' approaches) that could be complemented 
through the adoption of delegated acts to factor in technological developments.  

The Commission also proposed to adopt a risk-based approach whereby legal intervention was 
tailored to concrete level of risk. Four categories were identified.  

First, the draft act proposed to explicitly ban the following harmful AI practices that are considered 
to be a clear threat to people's safety, livelihoods and rights, because of the 'unacceptable risk' they 
create:  

 AI systems that deploy harmful manipulative 'subliminal techniques'; 
 AI systems that exploit specific vulnerable groups (physical or mental disability); 
 AI systems used by public authorities, or on their behalf, for social scoring purposes; 
 'Real-time' remote biometric identification systems in publicly accessible spaces for 

law enforcement purposes, except in a limited number of cases.5 

Second, the draft act proposed to regulate high-risk AI systems that create adverse impact on 
people's safety or their fundamental rights. The draft text distinguished between two categories of 
high-risk AI systems.  

 Systems used as a safety component of a product or falling under EU health and safety 
harmonisation legislation (e.g. toys, aviation, cars, medical devices, lifts). 

 Systems deployed in eight specific areas specified in Annex (e.g. law enforcement), 
which the Commission could update as necessary through delegated acts.  

Such high-risk AI systems would have to comply with a range of requirements particularly on risk 
management, testing, technical robustness, data training and data governance, transparency, 
human oversight, and cybersecurity before being placed on the market or put into service. AI 
systems that conform to new harmonised EU standards would benefit from a presumption of 
conformity with the draft AI act requirements. 

Third, AI systems presenting limited risk, such as systems that interacts with humans (i.e. chatbots), 
emotion recognition systems, biometric categorisation systems, and AI systems that generate or 
manipulate image, audio or video content (i.e. deepfakes), would be subject to a limited set of 
transparency obligations.  

Finally, all other AI systems presenting only low or minimal risk could be developed and used in 
the EU without conforming to any additional legal obligations. However, the proposed AI act 
envisaged the creation of codes of conduct to encourage providers of non-high-risk AI systems to 
apply the mandatory requirements for high-risk AI systems voluntarily. 

The proposal required Member States to designate one or more competent authorities, including a 
national supervisory authority, which would be tasked with supervising the application and 
implementation of the regulation, and proposed to establish a European Artificial Intelligence 
Board (composed of representatives from the Member States and the Commission) at EU level. 
National market surveillance authorities would be responsible for assessing operators' 
compliance with the obligations and requirements for high-risk AI systems. Administrative fines of 

https://ec.europa.eu/growth/single-market/goods/new-legislative-framework_en
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varying scales (up to €30 million or 6 % of the total worldwide annual turnover), depending on the 
severity of the infringement, were set as sanctions for non-compliance with the AI act.  

Some measures were tailored to foster investments. The Commission proposed that Member States, 
or the European Data Protection Supervisor, could establish a regulatory sandbox, i.e. a controlled 
environment that facilitates the development, testing and validation of innovative AI systems (for a 
limited period of time) before they are put on the market. Sandboxing would enable participants to 
use personal data to foster AI innovation, without prejudice to the GDPR requirements. Other 
proposed measures were tailored specifically to small-scale providers and start-ups.   

Advisory committees 
The European Economic and Social Committee and the European Committee of the Regions 
adopted their opinions in 2021 and in 2022, respectively.  

National parliaments 
The deadline for the submission of reasoned opinions on the grounds of subsidiarity was 
2 September 2021. Contributions were received from the Czech Chamber of Deputies and the Czech 
Senate, the Portuguese Parliament, the Polish Senate and the German Bundesrat.  

Stakeholder views6 
Definitions were a contentious point of discussion among stakeholders. The Big Data Value 
Association, an industry-driven international not–for-profit organisation, stressed that the definition 
of AI systems was quite broad and would cover far more than what is subjectively understood as AI, 
including the simplest search, sorting and routing algorithms, which would consequently be subject 
to new rules. Furthermore, they asked for clarification of how components of larger AI systems (such 
as pre-trained AI components from other manufacturers or components not released separately), 
should be treated. AmCham, the American Chamber of Commerce in the EU, suggested avoiding 
over-regulation by adopting a narrower definition of AI systems, focusing strictly on high-risk AI 
applications (and not extended to AI applications that are not high-risk, or software in general).  

While they generally welcomed the proposed AI act's risk-based approach, some stakeholders 
supported wider prohibition and regulation of AI systems. Civil rights organisations called for a ban 
on indiscriminate or arbitrarily targeted use of biometrics in public or publicly accessible spaces, and 
for restrictions on the uses of AI systems, including for border control and predictive policing.  

The European Enterprises Alliance stressed that there was general uncertainty about the roles and 
responsibilities of the different actors in the AI value chain (developers, providers, and users of AI 
systems). This was particularly challenging for companies providing general purpose application 
programming interfaces or open-source AI models that are not specifically intended for high-risk 
AI systems but are nevertheless used by third parties in a manner that could be considered high-
risk. They also called for 'high-risk' to be redefined, based on the measurable harm and potential 
impact. AlgorithmWatch underlined that the applicability of specific rules should not depend on the 
type of technology, but on the impact it has on individuals and society. They called for the new rules 
to be defined according to the impact of the AI systems and recommend that every operator should 
conduct an impact assessment that assesses the system's risk levels on a case-by-case basis. Climate 
Change AI called for climate change mitigation and adaptation to be taken into account in the 
classification rules for high-risk AI systems and impose environmental protection requirements.  

The European Consumer Organisation, BEUC, stressed that the proposal required substantial 
improvement to guarantee consumer protection. The organisation argued that the proposal 
should have a broader scope and impose basic principles and obligations (e.g. on fairness, 
accountability and transparency) upon all AI systems, as well as prohibiting more comprehensively 
harmful practices (such as private entities' use of social scoring and of remote biometric 

https://eur-lex.europa.eu/eli/reg/2016/679/oj
https://www.eesc.europa.eu/en/our-work/opinions-information-reports/opinions/regulation-artificial-intelligence
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:52021AR2682
https://ipexl.europarl.europa.eu/IPEXL-WEB/document/COM-2021-0206
https://www.europarl.europa.eu/RegData/docs_autres_institutions/parlements_nationaux/com/2021/0206/CZ_CHAMBER_CONT1-COM(2021)0206_CS.pdf
https://www.europarl.europa.eu/RegData/docs_autres_institutions/parlements_nationaux/com/2021/0206/CZ_SENATE_CONT1-COM(2021)0206_EN.pdf
https://www.europarl.europa.eu/RegData/docs_autres_institutions/parlements_nationaux/com/2021/0206/PT_PARLIAMENT_CONT1-COM(2021)0206_PT.pdf
https://www.europarl.europa.eu/RegData/docs_autres_institutions/parlements_nationaux/com/2021/0206/PL_SENATE_CONT2-COM(2021)0206_EN.pdf
https://www.europarl.europa.eu/RegData/docs_autres_institutions/parlements_nationaux/com/2021/0206/DE_BUNDESRAT_CONT1-COM(2021)0206_DE.pdf
https://www.bdva.eu/sites/default/files/BDVA_DAIRO%20response-feedback%20AI%20Regulation_Final.pdf
https://edri.org/wp-content/uploads/2021/01/EDRi-open-letter-AI-red-lines.pdf
https://enterprisealliance.eu/wp-content/uploads/2021/10/Joint-Letter-on-AI-Proposal.pdf
https://algorithmwatch.org/en/wp-content/uploads/2021/08/EU-AI-Act-Consultation-Submission-by-AlgorithmWatch-August-2021.pdf
https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12527-Artificial-intelligence-ethical-and-legal-requirements/F2665623_en
https://www.beuc.eu/publications/beuc-x-2021-088_regulating_ai_to_protect_the_consumer.pdf
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identification systems in public spaces). Furthermore, consumers should be granted a strong set of 
rights, effective remedies and redress mechanisms, including collective redress.  

There were opposing views on the impact of the proposed regulation on investment. A study by 
the Centre for Data Innovation (representing large online platforms) highlighted that the 
compliance costs incurred under the proposed AI act would likely provoke a chilling effect on 
investment in AI in Europe, and could particularly deter small and medium-sized enterprises (SMEs) 
from developing high-risk AI systems. According to the study, the AI act would cost the European 
economy €31 billion over the next five years and reduce AI investments by almost 20 %. However, 
such estimates of the compliance costs were challenged by the experts from the Centre for 
European Policy Studies, as well as by other economists. The European Digital SME Alliance warned 
against overly stringent conformity requirements, and asked for effective SME representation in the 
standards-setting procedures and for mandatory sandboxes in all EU Member States. 

Academic and other views  
While generally supporting the Commission's proposal, critics called for amendments, including 
revising the 'AI systems' definition, ensuring a better allocation of responsibility, strengthening 
enforcement mechanisms and fostering democratic participation.7 Among the main issues were:  

AI systems definition 
The legal definition of 'AI systems' contained in the proposed AI act has been heavily criticised. 
Smuha and others warned the definition lacks clarity and may lead to legal uncertainty, especially 
for some systems that would not qualify as AI systems under the draft text, while their use may have 
an adverse impact on fundamental rights.8 To address this issue, the authors proposed to broaden 
the scope of the legislation to include explicitly all computational systems used in the identified 
high-risk domains, regardless of whether they are considered to be AI. Ebers and others consider 
that the scope of 'AI systems' was overly broad, which may lead to legal uncertainty for developers, 
operators, and users of AI systems and ultimately to over-regulation.9 They called on EU law-makers 
to exempt AI systems developed and used for research purposes and open-source software (OSS) 
from regulation. Other commentators questioned whether the proposed definition of 'AI systems' 
is truly technology neutral as it refers primarily to 'software', omitting potential future AI 
developments. 

Risk-based approach 
Academics also called for amendments, warning that the risk-based approach proposed by the 
Commission would not ensure a high level of protection of fundamental rights. Smuha and others 
argued that the proposal does not always accurately recognise the wrongs and harms associated 
with different kinds of AI systems and therefore does not appropriately allocate responsibility. 
Among other things, they recommended adding a procedure that enables the Commission to 
broaden the list of prohibited AI systems, and proposed banning existing manipulative AI 
systems (e.g. deepfakes), social scoring and some biometrics. Ebers and others called for a more 
detailed classification of risks to facilitate industry self-assessment and support, as well as 
prohibiting more AI systems (e.g. biometrics), including in the context of private use. 
Furthermore, some highlighted that the draft legislation did not address systemic sustainability 
risks created by AI, especially in the area of climate and environmental protection.10  

One of the major concerns raised was that the rules on prohibited and high-risk practices might 
prove ineffective in practice, because the risk assessment was proposed to be left to provider self-
assessment. Veale and Zuiderveen Borgesius warned that most providers can arbitrarily classify 
most high-risk systems as adhering to the rules using self-assessment procedures alone. Smuha and 
others recommended exploring whether certain high-risk systems would not benefit from a 
conformity assessment carried out by an independent entity prior to their deployment. 

https://www2.datainnovation.org/2021-aia-costs.pdf
https://www.ceps.eu/clarifying-the-costs-for-the-eus-ai-act/?mc_cid=1b1e61c5af&mc_eid=9a740783cd
https://osf.io/preprints/socarxiv/8nzb4/
https://www.digitalsme.eu/digital/uploads/DIGITAL-SME-Position-Paper-AI-Act-FINAL-DRAFT-1.pdf
https://iplens.org/category/artificial-intelligence/
https://www.project-sherpa.eu/european-commissions-proposed-regulation-on-artificial-intelligence-is-the-draft-regulation-aligned-with-the-sherpa-recommendations/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3899991
https://www.mdpi.com/2571-8800/4/4/43/htm
https://arxiv.org/ftp/arxiv/papers/2107/2107.03721.pdf
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3899991
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Biometrics regulation. A study commissioned by the European Parliament recommended, inter alia, to 
empower the Commission to adapt the list of prohibited AI practices periodically, under the supervision of the 
European Parliament, and the adoption of a more comprehensive list of 'restricted AI applications' (comprising 
real-time remote biometric identification without limitation for law enforcement purposes). Regulation of 
facial recognition technologies (FRTs) was one of the most contentious issues.11 The European Data Protection 
Supervisor (EDPS) and the European Data Protection Board (EDPB) called for a general ban on any uses of AI 
for the automated recognition of human features in publicly accessible spaces.  

Governance structure and enforcement and redress mechanisms 
Ebers et al. stressed that the AI act lacks effective enforcement structures, as the Commission 
proposed to leave the preliminary risk assessment, including the qualification as high-risk, to the 
providers' self-assessment. They also raised concerns about the excessive delegation of regulatory 
power to private European standardisation organisations (ESOs), due to the lack of democratic 
oversight, the impossibility for stakeholders (civil society organisations, consumer associations) to 
influence the development of standards, and the lack of judicial means to control them once they 
have been adopted. Instead, they recommended that the AI act codify a set of legally binding 
requirements for high-risk AI systems, which ESOs may specify through harmonised standards.  

Commentators regretted a crucial gap in the AI act – the lack of provision provide for individual 
enforcement rights. Ebers and others stressed that individuals affected by AI systems and civil 
rights organisations have no right to complain to market surveillance authorities or to sue a 
provider or user for failure to comply with the requirements. Similarly, Veale and Zuiderveen 
Borgesius warned that, while some provisions of the draft legislation aim to impose obligations on 
AI systems users, no mechanism for complaint or judicial redress was available to them. Smuha 
and others recommended amending the proposal to include, inter alia, an explicit right of redress 
for individuals and rights of consultation and participation for EU citizens regarding the 
decision to amend the list of high-risk systems in Annex III. 

It has also been stressed that the text proposed by the Commission lacked proper coordination 
mechanisms between authorities, in particular concerning cross-border infringement. 
Furthermore, guidance would be desirable on how to ensure compliance with transparency and 
information requirements, while simultaneously protecting intellectual property rights and 
trade secrets, not least to avoid diverging practices in the Member States. 

Legislative process 
The Council adopted its common position in December 2022. In Parliament, the file was assigned 
jointly (under Rule 58) to the Committee on Internal Market and Consumer Protection (IMCO) and 
the Committee on Civil Liberties, Justice and Home Affairs (LIBE), with Brando Benifei (S&D, Italy) and 
Dragoş Tudorache, Renew, Romania) appointed as rapporteurs. Parliament adopted its negotiating 
position (499 votes in favour, 28 against and 93 abstentions) in June 2023, with substantial 
amendments to the Commission's text. Following protracted negotiations, the Council and the 
European Parliament reached a provisional agreement on the AI act on 9 December 2023. The 
European Parliament's LIBE and IMCO committees endorsed the final text in a joint vote on 
13 February 2024, with an overwhelming majority (71 votes in favour, 8 votes against and 
7 abstentions). The European Parliament will now vote on the final agreement on the AI act at the 
March 2024 plenary session, before it is endorsed by Council ands published in the EU's Official 
Journal. The main points of the EU AI rules are:  

Definitions 

The AI act enshrines in EU law a definition of AI systems aligned with the revised definition agreed 
by the OECD:  

https://www.europarl.europa.eu/RegData/etudes/STUD/2021/696968/IPOL_STU(2021)696968_EN.pdf
https://edps.europa.eu/press-publications/press-news/press-releases/2021/artificial-intelligence-act-welcomed-initiative_en
https://www.mdpi.com/2571-8800/4/4/43
https://www.mdpi.com/2571-8800/4/4/43/htm
https://arxiv.org/ftp/arxiv/papers/2107/2107.03721.pdf
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3899991
https://iplens.org/2021/05/11/a-proposal-for-ai-change-a-succinct-overview-of-the-proposal-for-regulation-laying-down-harmonised-rules-on-artificial-intelligence/
https://iplens.org/2021/05/11/a-proposal-for-ai-change-a-succinct-overview-of-the-proposal-for-regulation-laying-down-harmonised-rules-on-artificial-intelligence/
https://www.consilium.europa.eu/en/press/press-releases/2022/12/06/artificial-intelligence-act-council-calls-for-promoting-safe-ai-that-respects-fundamental-rights/
https://www.europarl.europa.eu/news/en/press-room/20230609IPR96212/meps-ready-to-negotiate-first-ever-rules-for-safe-and-transparent-ai
https://www.europarl.europa.eu/doceo/document/TA-9-2023-0236_EN.html
https://view.officeapps.live.com/op/view.aspx?src=https%3A%2F%2Fwww.europarl.europa.eu%2FRegData%2Fcommissions%2Flibe%2Finag%2F2024%2F02-02%2FCJ40_AG(2024)758862_EN.docx&wdOrigin=BROWSELINK
https://www.europarl.europa.eu/news/en/press-room/20240212IPR17618/artificial-intelligence-act-committees-confirm-landmark-agreement
https://www.europarl.europa.eu/meetdocs/2014_2019/plmrep/COMMITTEES/CJ40/AG/2024/02-13/1296003EN.pdf
https://oecd.ai/en/wonk/ai-system-definition-update


Artificial intelligence act 

7 

'An AI system is a machine-based system designed to operate with varying levels of autonomy and 
that may exhibit adaptiveness after deployment and that, for explicit or implicit objectives, infers, 
from the input it receives, how to generate outputs such as predictions, content, recommendations, 
or decisions that can influence physical or virtual environments'.  

The definition is not intended to cover simpler traditional software systems or programming 
approaches, and the Commission has been tasked to develop guidelines on its application.   

The act also contains a definition of general purpose artificial intelligence (GPAI) models 'that 
are trained with a large amount of data using self-supervision at scale', that display 'significant 
generality' and are 'capable to competently perform a wide range of distinct tasks' and 'can be 
integrated into a variety of downstream systems or applications'. Furthermore, the AI act defines 
general-purpose AI systems as systems based on a GPAI model, which have the capability to serve 
a variety of purposes, both for direct use as well as for integration in other AI systems.  

Scope of application  

The AI act applies primarily to providers and deployers putting AI systems and GPAI models into 
service or placing on the EU market and who have their place of establishment or who are located 
in the EU, as well as to deployers or providers of AI systems that are established in a third country, 
when the output produced by their systems is used in the EU.12 However, AI systems placed on the 
market, put into service, or used by public and private entities for military, defence or national 
security purposes, are excluded from the scope. Similarly, the AI act will not apply to AI systems and 
models, including their output, which are specifically developed and put into service for the sole 
purpose of scientific research and development. Furthermore, as matter of principle, the 
regulation does not apply prior to the systems and models being put into service or placed on the 
market (sandboxing rules may apply in this case).  

Risk-based approach 
EU AI act risk-based approach 

 
Data source: European Commission 

https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai


EPRS | European Parliamentary Research Service 

8 

The final agreement maintains the risk-based approach proposed by the Commission and classifies 
AI systems into several risk categories, with different degrees of regulation applying.  

 Prohibited AI practices. The final text prohibits a wider range of AI practices as 
originally proposed by the Commission because of their harmful impact:  
 AI systems using subliminal or manipulative or deceptive techniques to 

distort people's or a group of people's behaviour and impair informed 
decision-making, leading to significant harm;  

 AI systems exploiting vulnerabilities due to age, disability, or social or 
economic situations, causing significant harm;  

 Biometric categorisation systems inferring race, political opinions, trade 
union membership, religious or philosophical beliefs, sex life, or sexual 
orientation (except for lawful labelling or filtering in law-enforcement 
purposes);  

 AI systems evaluating or classifying individuals or groups based on social 
behaviour or personal characteristics, leading to detrimental or 
disproportionate treatment in unrelated contexts or unjustified or 
disproportionate to their behaviour;  

 'Real-time' remote biometric identification in public spaces for law 
enforcement (except for specific necessary objectives such as searching for 
victims of abduction, sexual exploitation or missing persons, preventing 
certain substantial and imminent threats to safety, or identifying suspects in 
serious crimes); 

 AI systems assessing the risk of individuals committing criminal offences 
based solely on profiling or personality traits and characteristics (except when 
supporting human assessments based on objective, verifiable facts linked to 
a criminal activity);  

 AI systems creating or expanding facial recognition databases through 
untargeted scraping from the internet or CCTV footage;  

 AI systems inferring emotions in workplaces or educational institutions, 
except for medical or safety reasons.  

 High-risk AI systems. The AI act identifies a number of use cases in which AI systems 
are to be considered high risk because they can potentially create an adverse impact 
on people's health, safety or their fundamental rights.  
 The risk classification is based on the intended purpose of the AI system. The 

function performed by the AI system and the specific purpose and modalities 
for which the system is used are key to determine if an AI system is high-risk 
or not. High-risk AI systems can be safety components of products covered by 
sectoral EU law (e.g. medical devices) or AI systems that, as a matter of 
principle, are considered to be high-risk when they are used in specific areas 
listed in an annex.13 The Commission is tasked with maintaining an EU 
database for the high-risk AI systems listed in this annex.  

 A new test has been enshrined at the Parliament's request ('filter provision'), 
according to which AI systems will not be considered high-risk if they do not 
pose a significant risk of harm to the health, safety or fundamental rights of 
natural persons.14 However, an AI system will always be considered high-risk 
if the AI system performs profiling of natural persons. 

 Providers of such high-risk AI systems will have to run a conformity 
assessment procedure before their products can be sold and used in the EU. 
They will need to comply with a range of requirements including for testing, 
data training and cybersecurity and, in some cases, will have to conduct a 
fundamental rights impact assessment to ensure their systems comply with 
EU law. The conformity assessment should be carried out either based on 
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internal control (self-assessment) or with the involvement of a notified body 
(e.g. biometrics). Compliance with European harmonised standards to be 
developed will grant high-risk AI systems providers a presumption of 
conformity. After such AI systems are placed in the market, providers must 
implement post-market monitoring and take corrective actions if necessary. 

 Transparency risk. Certain AI systems intended to interact with natural persons or to 
generate content may pose specific risks of impersonation or deception, irrespective 
of whether they qualify as high-risk AI systems or not. Such systems are subject to 
information and transparency requirements. Users must be made aware that they 
interact with chatbots. Deployers of AI systems that generate or manipulate image, 
audio or video content (i.e. deep fakes), must disclose that the content has been 
artificially generated or manipulated except in very limited cases (e.g. when it is used 
to prevent criminal offences). Providers of AI systems that generate large quantities of 
synthetic content must implement sufficiently reliable, interoperable, effective and 
robust techniques and methods (such as watermarks) to enable marking and 
detection that the output has been generated or manipulated by an AI system and 
not a human. Employers who deploy AI systems in the workplace must inform the 
workers and their representatives. 

 Minimal risks. Systems presenting minimal risk for people (e.g. spam filters) will not 
be subject to further obligations beyond currently applicable legislation (e.g., GDPR).  

 General-purpose AI (GPAI). The regulation provides specific rules for general-
purpose AI models and for general-purpose AI models that pose systemic risks.  
 GPAI system transparency requirements. All GPAI models will have to draw 

up and maintain up-to-date technical documentation and make information 
and documentation available to downstream providers of AI systems. All 
providers of GPAI models have to put a policy in place to respect Union 
copyright law, including through state-of-the-art technologies (e.g. 
watermarking), to carry out lawful text-and-data mining exceptions as 
envisaged under the Copyright Directive. Furthermore, GPAIs must draw up 
and make publicly available a sufficiently detailed summary of the content 
used in training the GPAI models according to a template provided by the 
AI Office.15 Finally, if located outside the EU, they will have to appoint a 
representative in the EU. However, AI models made accessible under a free 
and open source will be exempt from some of the obligations (i.e. disclosure 
of technical documentation) given they have, in principle, positive effects on 
research, innovation and competition.16  

 Systemic-risk GPAI obligations. GPAI models with 'high-impact 
capabilities' could pose a systemic risk and have a significant impact on the 
internal market, due to their reach and their actual or reasonably foreseeable 
negative effects (on public health, safety, public security, fundamental rights, 
or the society as a whole). GPAI providers must therefore notify the European 
Commission if their model is trained using a total computing power 
exceeding 10^25 FLOPs (i.e. floating-point operations per second). When this 
threshold is met, the presumption will be that the model is a GPAI model 
posing systemic risks.17 In addition to the requirements on transparency and 
copyright protection falling on all GPAI models, providers of systemic-risk 
GPAI models are required to constantly assess and mitigate the risks they 
pose and to ensure cybersecurity protection. That requires, inter alia, keeping 
track of, documenting and reporting serious incidents (e.g. violations of 
fundamental rights) and implementing corrective measures.  

 Codes of practice and presumption of conformity. GPAI model providers 
will be able to rely on codes of practice to demonstrate compliance with the 

https://academic.oup.com/grurint/article/71/8/685/6650009
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obligations set under the act. By means of implementing acts, the 
Commission may decide to approve a code of practice and give it a general 
validity within the EU, or alternatively, provide common rules for 
implementing the relevant obligations. Compliance with a European 
harmonised standard grants GPAI providers the presumption of conformity. 
Providers of GPAI models with systemic risks who do not adhere to an 
approved code of practice will be required to demonstrate adequate 
alternative means of compliance.  

Sandboxing and real-world testing 
The measures to support investment in AI systems have been strengthened. National authorities 
must establish at least one AI regulatory sandbox at national level to facilitate the development and 
testing of innovative AI systems under strict regulatory oversight.18 Such regulatory sandboxes 
provide for a controlled environment that fosters innovation and facilitates the development, 
training, testing and validation of innovative AI systems for a limited time before their placement on 
the market or entry into service. The AI regulatory sandbox must enable, where appropriate, testing 
of AI systems in real-world conditions outside of a laboratory for a limited period (subject to 
compliance with EU data protection law rules and principles). Furthermore, to accelerate the 
development and placing on the market of high-risk AI systems, providers or prospective providers 
of such systems may also test them in real-world conditions – even without participating in an AI 
regulatory sandbox – if they respect some guarantees and conditions (e.g. ask for specific consent, 
submit their real-world testing plan to the market surveillance authority).  

Enforcement and institutional setting 
The implementation of the act will be the responsibility of a number of national and EU-level actors. 
Member States must establish or designate at least one market surveillance authority and at least 
one notifying authority to ensure the application and implementation of the act. Heavy fines will 
fall on non-compliant entities.19 At EU level, a range of actors including the Commission, the AI 
Board, the AI Office, the EU standardisation bodies (CEN and CENELEC) and an advisory forum and 
scientific panel of independent experts will support the implementation of the act. The EU AI Office 
was established to provide advice on the implementation of the new rules, in particular as regards 
GPAI models and to develop codes of practice to support the proper application of the AI act.   

'Entry into force' timelines 
Prohibited systems have to be phased out within six months after the act enters into force. The 
provisions concerning GPAI and penalties will apply 12 months after the act enters into force, and 
those concerning high-risk AI systems apply 24 months after entry into force (36 months after entry 
into force for AI systems covered by existing EU product legislation). The codes of practice envisaged 
must be ready, at the latest, nine months after the AI act enters into force. The implementation of 
the AI act requires a number of steps to be taken. In the coming months, the Commission is expected 
to issue various implementing, delegated and guidelines related to the act20 and to oversee the 
standardisation process required for implementing the obligations.21 

Policy debate latest issues. Academics have raised a number of questions as regards the final text of the AI 
act and the implementation challenges lying ahead. Hacker welcomes the final AI act text but stresses, inter 
alia: that alignment with existing sectoral regulation is incomplete (which results in unnecessary and highly 
detrimental red tape); compliance costs will be substantial, especially for SMEs developing narrow AI models; 
the threshold of 10^25 FLOPs for a default categorisation of systemic risk models is too high; and calls for 
European supervision and monitoring of remote biometric identification to avoid the risk that some Member 
States circumvent the rules enshrined in the AI act.22 Kutterer argues the AI act's implementation will require 
a robust taxonomy setting out the correlation of risk classification and model capabilities and assessing the 
developments of open sources models.23 Helberger and others call for the AI act to be complemented by an 
additional set of exercisable rights to protect citizens from AI-generated harm, with additional legislation to 
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control the potential environmental impact of training AI models and protect worker's rights and to define 
further a set of requirements that research organisations must comply with to benefit from the research 
exemption.24 Also, some argue that the AI act does not go far enough in preventing and/or mitigating the 
specific risks associated with chatbots. Timely standardisation will be key to ensuring adequate 
implementation of the AI act, for instance, to ensure the robustness of high-risk AI systems and the 
watermarking of AI-generated content while, in the meantime, the EU is fostering the adoption of voluntary 
codes of conduct and of an AI Pact to mitigate the potential downsides of generative AI. Some academics 
warn that that the standardisation and codification processes might not include representative groups of 
stakeholders and risks privileging regulated parties. Ensuring international harmonisation of AI governance 
has become a key topic for policymakers. More cooperation on aligning AI governance between the EU and 
the USA is seen as crucial for AI's democratic governance.25 Key questions such as setting a common 
terminology and addressing dual-use and military AI applications have been raised in this respect. Finally, 
generative AI is seen as a disruptive technology that will likely mean amending EU laws and regulation, 
including in intellectual property rights, privacy and data protection and cybersecurity.  
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11  For an overview, see T. Madiega and H. Mildebrath, Regulating facial recognition in the EU, 2021.  
12  The act applies to private organisations as well as to public authorities.  
13  The Annex refers to AI systems used in areas of critical infrastructures (e.g. road traffic), education and vocational 

training, employment worker management and access to self-employment, access to essential private and public 
services and benefits (e.g., creditworthiness evaluation), law enforcement, border control, administration of justice 
and democratic processes, biometric identification, categorisation and emotion recognition systems (outside the 
prohibited categories). 

14  An AI system will not be considered as high-risk if one or more of the following criteria are fulfilled: (i) the AI system 
is intended to perform a narrow procedural task; (ii) the AI system is intended to improve the result of a previously 
completed human activity; (iii) the AI system is intended to detect decision-making patterns or deviations from prior 
decision-making patterns and is not meant to replace or influence the previously completed human assessment 
without proper human review; or (iv) the AI system is intended to perform a preparatory task to an assessment 
relevant for the purpose of the use cases listed in Annex III. 

15  Established by European Commission decision in January 2024 the AI Office enters into force in February 2024.  
16   Furthermore, open-source models must comply with the AI act when they are integrated into prohibited AI 

practices or into high-risk systems and when they are considered to present systemic risk. 
17  FLOPs, or Floating-Point Operations Per Second, measure a computer's processing speed. The threshold should be 

adjusted over time to reflect technological and industrial changes. Moreover, the Commission is entitled to take 
individual decisions designating a GPAI model posing systemic risk if it is found that such model has capabilities or 
impact equivalent to those captured by the FLOP threshold on the basis of an overall assessment of criteria (e.g. 
quality or size of the training data set, number of business and end users, degree of autonomy and scalability). In the 
USA, President Biden's AI executive order set 10^26 FLOPs as the threshold for AI models that need to be reported 
to the government with details of their training, capabilities and security.  

18  Additional AI regulatory sandboxes at regional or local levels or jointly with other Member States' competent 
authorities may also be established. The European Data Protection Supervisor may also establish an AI regulatory 
sandbox for the EU institutions, bodies and agencies.  

19  For instance, up to €35 million or 7 % of the total worldwide annual turnover of the preceding financial year 
(whichever is higher) for infringements on prohibited practices or non-compliance related to requirements on data.  

20  Implementing acts must be adopted by the Commission to establish common specifications for requirements for 
high-risk systems, to approve codes of practice on generated or manipulated content and to specify common rules 
for implementation if such codes of practice are deemed not adequate. Delegated acts will need to be adopted to 
identify conditions for AI systems to not be considered high-risk and to specify and update criteria of GPAI posing 
systemic risk, inter alia. The AI Office will have to draw up the codes of practice for GPAI providers. 

21  The Commission mandated the European Standardisation Organisations (CEN-CENELEC) to deliver a series of 
European standards to implement the AI act by January 2025.  

22  See P. Hacker, Comments on the final trilogue version of the AI act, 2024. 
23  See C. Kutterer, Regulating foundation models in the AI act: from "high" to "systemic" risk, 2024.  
24  See N. Helberger and others, The Amsterdam Paper: Recommendations for the technical finalisation of the 

regulation of GPAI in the AI act, 2024. See also, P. Chavez, An AI challenge: Balancing open and closed systems, 2023.  
25 See A. Engler, The EU and U.S. diverge on AI regulation: A transatlantic comparison and steps to alignment, 2023. 
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