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Abstract
Data narration is the activity of crafting narratives supported by facts extracted from data exploration and analysis, using 
interactive visualizations. While data narration has recently attracted much attention, the process of crafting data narratives 
is loosely documented and has not yet been formally described. In this article, we propose a comprehensive and well-founded 
process to fill this need. It aims at (i) supporting the complete cycle of data narration, from the exploration of data to the 
visual rendering of the narrative, (ii) being flexible enough to cover a wide range of crafting practices, and (iii) being well 
founded upon a conceptual model of the domain. In addition, we investigate several crafting scenarios that represent typical 
situations and detail the workflow of one particular phase, which reflects the intentional aspects.
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1 Introduction

Data narratives are receiving increasing interest from sev-
eral research communities (e.g., visualization, data manage-
ment, computer-human interfaces) Carpendale et al. (2016) 
and many application domains (e.g. journalism, business, 
e-government, health). They are largely used by journal-
ists, scientists, and other communicators, to convey striking 
messages to a given audience. A data narrative could take 
the form of a data video, an infographics, a news article, 
etc. Any sort of narration that is constructed based on data 
can be considered a data narrative. In addition, the crafting 
of a data narrative includes a variety of activities, includ-
ing the analysis of data, the drawing of relevant messages 
from data, the structuring of messages into a coherent story 
and its visual rendering. Despite this diversity of activities, 

sometimes even conducted by different people with varied 
professions and skills, there is no framework, workflow, or 
tool for supporting the crafting of data narratives.

In an effort to clarify the concepts of data narratives, we 
recently defined a data narrative as a structured compo-
sition of messages that (a) convey findings over the data, 
and, (b) are typically delivered via visual means in order 
to facilitate their reception by an intended audience, and 
we proposed a conceptual model describing and structuring 
the key concepts around data narratives Outa et al. (2020). 
This model (described in Section 2) is organized in 4 lay-
ers: factual, intentional, structural and presentational, which 
reflect the transition from raw data to the visual rendering of 
the story. With this definition and model in mind, our aim 
in this paper is to contribute with a study of the dynamic 
aspects of data narrative crafting. Like many works in the 
literature (e.g., Kosara et al. (2017); Lee (2015); Chen et al. 
(2018)), we postulate that the different forms of data narra-
tion can be described by a comprehensive process encom-
passing the various activities ranging from data exploration 
to the rendering of the data narrative. A formal description 
of this process will benefit novice data narrators, like e.g., 
non technical data journalists, and will be instrumental to the 
development of tools for supporting advanced data narrators.

Accordingly, we reviewed the literature around the pro-
cess of crafting data narratives, and we conducted a survey 
with data journalists in order to understand how they craft 
a data narrative. As an outcome of the former, we found 
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that the research communities globally agrees in the fact 
that the crafting process includes three main phases: (i) the 
analyzing phase that handles the activities of exploring data, 
retrieving findings and formulating messages learned from 
data, (ii) the structuring phase that includes the activities to 
organize the plot of the narrative in an understandable way 
and, (iii) the presenting phase that covers the activities to 
convey the structured messages visually. At the same time, 
our bibliographical study revealed the absence of a com-
prehensive and well-founded process that covers the main 
activities of the crafting process, specially those dealing 
with user intentions and their tight relation to data analysis. 
Apart from the bibliographical study, the conducted sur-
vey allowed us to observe the crafting workflows regularly 
followed by 18 data journalists, and we contrasted them to 
the literature. It turned out that journalists follow the same 
three phases, mostly in a linear way, attaching less attention 
to the structuring phase, while spending more time in the 
analyzing phase.

These considerations from the literature study and the 
survey with data journalists enabled us to identify the activi-
ties (and their chaining) for crafting data narratives. Based 
on those, we propose a comprehensive and well-founded 
process that (i) covers the whole cycle of data narrative 
crafting, from exploration of the data to the visual presen-
tation of the narrative, (ii) accommodates a wide range of 
practices observed on the field, and, (iii) is founded on a 
conceptual model of the domain that clarifies the concepts 
involved in the process Outa et al. (2020).

This paper is a follow-up to Outa et al. (2022), where the 
process was originally motivated and introduced. In par-
ticular, we enhance the process description by investigating 
several crafting scenarios that represent typical situations, 
and we detail the workflow of the key, and often overlooked, 
answer question phase. Specifically, we have improved over 
Outa et al. (2022) on the following aspects: 

1. We enhance the description of the process by further 
detailing activities, adding a motivating example and 
presenting several scenarios of typical crafting situa-
tions.

2. We specify the internals of the answer question phase. 
Concretely, we propose activity diagrams for describing 
the workflow between activities. This workflow covers 
the activities and paths reported by several practitioners, 
while also being founded upon and coherent with the 
conceptual model.

3. The state of the art section is enriched with recent pro-
posals for the automatic crafting of data narratives, as 
well as works highlighting the importance of intentional 
aspects of data narrative crafting.

4. We report various experiments conducted to understand 
to what extent the proposed process (i) covers all nec-

essary activities performed by observed data narrators; 
(ii) contributes to the improvement of the quality of 
handcrafted data narratives; and (iii) is consistent with 
processes documented by one data journalist and one 
data scientist.

The scope of our process targets the population of data 
journalists or any other data enthusiast that craft data narra-
tives out of existing data. The reason for proposing the pro-
cess is exactly the observed discrepancy between literature 
and practice, with omissions of important parts from both 
sides. Thus one significant contribution of our work is the 
explicit treatment of all the steps that should be involved in 
the process, as well as providing detailed descriptions of 
the activities that accurately reflect the intention of the data 
narrator. Secondly, apart from providing a methodological 
guidance, our process can enable the support of the process 
via tooling. Indeed, there is a lack of integrated tools cover-
ing the whole crafting process and recommending actions 
to less-experienced narrators. In particular, an application 
that would automatically document the data exploration and 
narration crafting is desperately needed by data workers, 
who spend hours to document their work. This is important 
for reproducibility, transparency, and linkage, and requires 
a conceptual model and a process that are both consensual.

The paper is organized as follows: Section 2 recalls the 
key concepts of the conceptual model proposed in Outa et al. 
(2020). Section 3 reviews the related work concerning pro-
cesses for crafting data narratives, and Section 4 depicts a 
brief introduction to understand the process with a relevant 
motivating example and discusses the survey we conducted 
with data journalists. The proposed process is described in 
Section 5 and the question answering phase is detailed in 
Section 6. Section 7 describes the experiments and Section 8 
concludes and draw research directions.

2  A Conceptual Model for Data Narratives

We recently proposed in Outa et al. (2020) a conceptual 
model of data narratives providing a principled definition 
of the key concepts of the domain, along with their relation-
ships, and clarifying their role and usage (see Fig. 1).

This model is based on 4 layers following Chatman’s 
organisation Chatman et al. (1980), who defined narrative 
as a pair of (a) story (content of the narrative), and, (b) dis-
course (expression of it). In our model, the factual layer 
handles the exploration of facts (i.e., the underlying data), 
via a set of collectors that allow for manipulating facts with 
varied tools and fetching findings, in an objective way, while 
the intentional layer models the subjective substance of the 
story, identifying the messages, characters and measures 
the narrator intends to communicate, and tracing how they 
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are obtained through analytical questions, according to an 
analysis goal. As to the discourse, the structural layer mod-
els the structure of the data narrative, its plot being organ-
ized in terms of acts and episodes, while the presentational 
layer deals with its rendering, that is communicated to the 
audience through visual artifacts (dashboards1 and dash-
board components).

The interested reader is redirected to Outa et al. (2020) for 
a deeper presentation of the model. Here, we will highlight 
the main decisions behind the model that are necessary for 
grasping its essence. Importantly, it should be noted that 
the concept of message is the model’s corner stone, which 
is clearly evidenced by the way we have related message to 
the other concepts. A specific message is rooted in the facts 
analyzed, conveying essential findings, potentially raising 
new analytical questions.

While a finding can be a pattern like an association rule, 
or a path in a decision tree, or the verification or rejection 
of a hypothesis over the data, a message, on the other hand, 
is the answer to the intentional question that exploits a find-
ing to label a character with respect to other characters or 
a measure. The following examples illustrate the difference 
between these two concepts:

– By comparing Daily Infection in France to EU Average, 
we find that they are similar. A message corresponds to the 
labeling of measure Daily Infections of character France 
with respect to another peer character, EU Average.

– The message that a Media outlet cannot determine the 
existence of fake news answers the following hypothesis 
(analytical question): can the outlet solely determine fake 
news? This message follows from the finding that, by 
correlating the concept News Authenticity to the concept 
Media outlet, we find a non-significant correlation.

The message allows introducing episodes, the building blocks 
of the discourse. Each episode of the discourse is specifically 
tied to a message which it aims to convey. The relationship 
between messages and episodes is the basis for structuring 
stories that address analysis goals, narrated by structured dis-
courses (with cohesive acts being the backbone of the narrative 
structure) and dashboards their presentational counterpart.

3  Related Work

In this section, we review the works describing the internals 
of the data narration process, as well as the tools that auto-
mate (part of) the crafting process.

3.1  Global data narration processes

Data narration is a complex process, at the crossroads of 
several domains: data exploration, data visualization, data 

Fig. 1  The conceptual model for data narratives (relations in bold were extended w.r.t. the original version in Outa et al. (2020))

1 We use the term dashboard since it is general enough to accommo-
date various types of visualizations (e.g. a Business Intelligence dash-
board, an infographics, a section in a python notebook, a section in a 
blog or web page).
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management, etc. Despite the many contributions in each 
of these areas, few works offer comprehensive workflows 
describing the entire data narration process. The first attempt 
to model data narration processes come from the visuali-
zation community. For example, Kosara and Mackinlay 
(2013) proposed a two-phases process: First, narrators col-
lect information and explore their interrelationships, point-
ing to key facts, and then, they tie those facts together into a 
story. Chen et al. (2018) surveyed early proposals and con-
cluded that their crafting processes are composed of two 
main phases: (a) visual analytics, which requires seeing all 
aspects of complex data, explore their interrelationships, and 
is supported by multiple coordinated views and sophisticated 
interaction techniques, and (b) storytelling, which is meant 
to convey only interesting or important information (i.e., 
findings) extracted through the analysis, presented in a sim-
ple and easily understandable way.

To bridge the gap between these two phases, Chen et al. 
proposed an intermediate one, called data synthesis Chen 
et al. (2018). In this phase, the narrator assembles and organ-
izes the findings to be communicated, to represent explicitly 
the essential relationships between them, building a compel-
ling narrative. Lee et al. (2015) also identified three main 
phases: explore data to retrieve findings, make a story to 
turn findings into a sequence of narrative pieces to build the 
plot of the narrative, and tell a story to materialize the plot 
in a visual manner. The authors stress the importance for the 
data narrator to go back and forth between the exploration 
and the story-making phases. Duangphummet et al. (2021) 
proposed a protocol consisting of the following phases: con-
ceptualization of the data narrative domain, targeted audience 
and distribution channel, data preparation to deliver data that 
is relevant to the use, realization to deliver a storyline with 
detailed content and an initial form of key visualizations, 
visualization design to redesign the visualizations and create 
visualization prototypes, and finally, the visualization devel-
opment where technical requirements are defined, and the key 
visualizations for target devices are developed and deployed.

In addition to Lee (2015), many works underline the 
importance of moving between the data narrative crafting 
phases. For instance, Wang et al. (2019) ran a workshop on 
data comics, organized by an interdisciplinary team with 
expertise in data visualization, graphic design, data com-
ics, and illustration. They observed that to create stories, 
students require to move back and forth between the story, 
visualizations, and the data.

Besides the previously described works proposing 
global crafting processes, some works describe subproc-
esses, focusing on the necessary activities to be conducted. 
Without being exhaustive, we mention here some major 
contributions.

Battle and Heer (2019) identified three ways to start 
a data narrative: having a precise idea in mind, having a 

vague idea refined during data exploration, or having no 
idea before exploring the data. Weber et al. also point that 
the crafting process starts by either an idea, a problem or a 
question Weber et al. (2018).

Notably, many works underline the importance of dif-
ferent story structures and different kinds of interactivity in 
data narration Segel and Heer (2010); Weber et al. (2018). 
In particular, Weber et al. (2018) encourage to use non-linear 
structures and set up interactivity. Many works specifically 
deal with the phase of structuring the narrative Wang (2020); 
Shi et al. (2021b).

Finally, very few works highlight the importance of inten-
tional aspects. Bach et al. (2018a) found 18 narrative patterns 
to provide guidance on how to achieve five general storytelling 
intents (i.e., argumentation, flow, framing, emotion, and engage-
ment). Similarly, design patterns have been proposed for data 
comics Bach et al. (2018b) and dashboards Bach et al. (2023).

Thudt et al. (2017) stress that subjective perspectives 
can be introduced at every step of visualization creation: 
during data collection and processing, visual encoding, and 
when refining the presentation. In the context of OLAP cube 
exploration, Vassiliadis et al. (2019) propose a set of inten-
tional operators to express high-level analytical intentions 
and automate their translation to database queries.

3.2  Automated data narration

Many recent works addressed the automatic generation of 
data narratives, providing another source of insights on how 
this process is perceived.

Wang et al. (2020) conducted a qualitative analysis of 245 
infographics examples to explore the infographics design 
space in terms of structures, sheet layouts, fact,2 types, and 
visualization styles. Based on those, the authors propose a 
system for supporting a fact sheet generation pipeline con-
sisting of three phases: (i) fact extraction, (ii) fact composi-
tion, and (iii) presentation synthesis. Shi et al. (2021a, b) 
proposed Calliope, a system that can automatically gen-
erate visual data stories with facts arranged into a logical 
sequence. It consists of two main modules: (i) the story gen-
eration engine, for generating, choosing and organizing the 
facts that will participate in the narrative, and (ii) the story 
editor, that visualizes the data story (generated as a series of 
visualization charts) and allows the users to change it based 
on their preferences. Sun et al. (2023) proposed Erato, a 
human–machine cooperative data story editing system that 
allows users to generate insightful and fluent data stories. 
It consists of three major modules: (i) a fact embedder that 

2 We worth noting that the term fact used by many authors of the 
visualization community, corresponds to the concept of finding dis-
cussed in the conceptual model Outa et al. (2020).
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takes a fact’s specification string as the input and converts it 
into a vector representation, (ii) an interpolator that gener-
ates new story content by interpolating between two data 
facts, and (iii) a story editor that enables user to verify, 
refine, and incorporate data facts to make a more smooth and 
compelling story. Park et al. (2022) proposed Storyfacets, a 
communication-minded visualization system that maintains 
the provenance of all data exploration and provides multi-
ple, linked visual formats for analysis and presentation. The 
workflow typically begins with an analyst exploring data 
in a full-fledged analysis view. The system automatically 
maintains multiple distinct views of the same data-driven 
narrative, corresponding to the user’s expertise level.

Shi et al. (2021a, b) described the workflow for crafting 
data videos, consisting of 4 phases: (i) collecting a series 
of data facts around a certain topic, (ii) constructing a sto-
ryline as an assembly of these data facts into a sequence, (iii) 
choosing data visualizations for the data facts and deciding 
how to animate them by drawing a storyboard, and finally, 
(iv) realizing the storyboard via a design software in which 
the narrator edits and combines the animated visualizations 
until a coherent data video is accomplished.

In CineCubes Gkesoulis et al. (2015), Gkesoulis et al. 
detail the process of crafting a data movie in the form of a 
powerpoint presentation, to answer a specific user’s need 
described by a query. First, an introductory act is built with 
the initial query, and two subsequent acts are used to put 
context. These acts contain visualizations highlighting 
important facts, as well as text and audio describing these 
facts. A summary act concludes with all the important high-
lights of the previous acts.

In all these works, the proposed phases are consistent 
with those described in the previous subsection. Being a 
mostly automatic generation, the construction is linear in 
the sense that there is no back and forth movements between 
phases. In addition, they target a specific domain or data 
format and organize stories accordingly to pre-established 
patterns. In particular, we highlight the absence of inten-
tions, that are, at best, modeled via an initial query or a topic.

Lessons learned. Most of the works describing the data 
narration process agree on the 3 general phases of: explora-
tion (to retrieve findings), structuring (organizing the infor-
mation gathered into narrative pieces) and presentation 
(crafting visual artifacts). Automated data narration is still 
in its infancy, mainly applying rigid patterns and lacking the 
necessary flexibility of moving between the 3 phases. One of 
the key findings is that the intentional layer of the model pre-
sented in Fig. 1 is largely absent from the works reviewed. 
This means the substance of the story, i.e., the composition 
of story elements (analytical questions and hypothesis, mes-
sages, etc.) as pre-processed by the author’s cultural code 
Chatman et al. (1980) is ignored. We claim that this absence 
is regrettable; if data narrations are to be shared, reused, and 

have their crafting process documented, then this intentional 
layer deserves more attention.

4  Data Journalist Practices

In this section, we explore the professional practices of data 
journalists. We start with an example of a real use case of 
data narrative crafted by a data journalist about COVID 
deaths in a French region. We next report the results of a 
survey conducted with 18 french data journalists.

4.1  Example of a data narrative handcrafted 
by a data journalist

This subsection describes the steps a data journalist took 
to craft a data narrative about the COVID pandemic in a 
French region. Activities leading to explore the data and 
reflect the intention of the data journalist were deduced from 
the analysis documented in a notebook,3 while the activities 
leading to structure and present the plot of the data narrative 
were deduced from the visual narrative published on Rue89 
Strasbourg.4 To ease the reading, we describe these steps in 
four main parts, following the four layers of the conceptual 
model presented in Section 2. Note that this does not reflect 
the order of activities taken by the journalist, who, in that 
case, started with a clear goal in mind before even collecting 
and exploring the data. 

1. Explore: The data journalist collected the datasets of 
deceased people on the “data.gouv.fr" (open data) portal. 
The exploration of the data via several collectors written 
in Python revealed a number of key findings. For exam-
ple, one finding is: “Between 2010 and 2019, there were 
an average of 1100 deaths between the months of March 
and April in the Upper Rhine area, while In 2020 (the 
year COVID19 struck) there were 2347 deaths between 
the months of March and April in the same area". The 
data journalist tried multiple visualizations, to aid the 
understanding of the data and retrieval of the findings. 
All such findings obtained from the data are the output 
of this explore phase.

2. Answer questions: The data journalist aimed to “analyze 
mortality figures in a specific area (the French Alsatian 
departments)", and this goal was clear from the start. Sev-
eral analytical questions were posed that were answered 
through data exploration. One of the questions was: “ 
Compare the mortality figures in 2020 with those of pre-
vious years in the Alsace departments between March 1st 

3 https:// tinyu rl. com/ yc5ch u57(in french)
4 https:// tinyu rl. com/ 24uba anu(in french)

https://tinyurl.com/yc5chu57
https://tinyurl.com/24ubaanu
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and April 24th, 2020." On the basis of the finding which 
is retrieved from the analysis, the data journalist formu-
lated one or more messages that provide an answer to the 
analytical question. One message is: “In the Upper Rhine 
region, it can be said that the difference of number of 
deaths is undoubtedly largely related to COVID19". This 
message was validated by an expert (Dean of the faculty of 
Medicine of the University of Strasbourg). The messages 
formulated are used in the next phase.

3. Structure answers: The data journalist addressed the 
general public to communicate the mortality figures in 
the Alsatian departments. He structured the plot of the 
data narrative into six acts, each composed of one or 
multiple episodes. Each episode narrates a message for-
mulated in answering a question. One such episode nar-
rates the message stated above that COVID19 is largely 
responsible of the increase in mortality in March-April 
2020, including the validation and an explanation by the 
Dean of the Faculty of Medicine. The episodes and the 
plot produced during this phase feed the last phase.

4. Present: Once the plot of the data narrative was cre-
ated, the data journalist conveys the plot by creating a 
visual narrative in the form of a post published on Rue89 
Strasbourg (see footnote 4). Each act of the narrative is 
represented by a different section, while each episode 
is further turned into a dashboard component in the 
form of texts and often a visualization. In the case of the 
episode about the increase in mortality in March-April 
2020, an interactive line chart plots, for the period and 
for years 2010 to 2020, the number of deaths by day 
and its moving average. The output of this phase is the 
dashboard components forming the data narrative.

4.2  Surveying data journalist practices

We report the results of a survey Chagnoux et al. (2020) (in 
French), aiming at investigating the professional practices 
of data journalists.

The survey consisted of 32 questions5 (in French). Note 
that for some questions more than one answer was possible, 
and that journalists could leave the questions unanswered. 
The survey was answered by 18 data journalists from 14 
French regions, who have worked on a big variety of top-
ics, including elections, environment, cinema, terrorism, 
paradise-papers, real estate.

For nearly 50% of them, data narration is at the core of 
their professional activity, and is occasional or marginal for 
the others. Concerning training, 56.3% studied social sci-
ences, 18.8% studied sciences and 24.9% graduated from 
law or journalist schools. One of the journalists works for the 

International Consortium of Investigative Journalists (ICIJ), 
5 of them work for the national press, and the 12 remaining 
work for the regional press.

Regarding their general working habits, 75% of them work 
alone. They usually work on open data (72.2%) and more 
specifically on data from public institutions (44.4%). They 
consume from minutes to months during the data narration 
and use different tools during data exploration, such as spread-
sheets (93.8%), scripts (50%), notebooks (18.8%), powerBI-
like tools (31.3%) and some machine learning tools (28.6%).

Two main questions were asked on their data narration 
practices. For the first one, “How does a data story’s sub-
ject emerge?", multiple answers were possible. The answers 
showed that the goal, or subject, of an article emerges from: 
an idea to be confirmed by data (68%), a dataset which needs 
exploration to reveal important facts (68%), a refinement of 
the subject while exploring the dataset (48%).

The second, open question was: “What is the general 
workflow you apply for data narrative crafting?". Figure 2 
sketches the answers provided by 14 of the 18 journalists, 
where activity names summarize journalists’ descriptions 
of their main activities,6 rows correspond to journalists and 
column numbers reflect the sequence of activities.

We color these activities according to the layers of the 
conceptual model: factual (pink), intentional (purple), 
structural (yellow) and presentational (blue). Gray-colored 
cells indicate that the activity may overlap structural and 
(more probably) presentational tasks. In addition, activities 
concerning the checking of findings and the validation of 
messages (namely interviews, validation or cross-checking), 
aiming at transforming a factual object into an intentional 
one, are in between the factual and intentional layer. Simi-
larly, visualizations are used both in the factual layer, to 
understand data and retrieve findings, and in the presenta-
tional layer, to choose the most suitable one for communi-
cating findings to the audience in a visual manner. We have 
abstracted these sequences in the form of an activity diagram 
(top-right corner of Fig. 2). Most frequent paths are high-
lighted by larger arrows.

Lessons learned. Fig. 2 shows that many activities under 
different names aim towards the same action, and that dif-
ferent paths can be followed by journalists when crafting a 
data narrative. The figure also shows a preponderance of 
activities from the factual and the intentional layer. The 
activity diagram shows that journalists enter the workflow 
either in the factual layer, i.e., by exploring a dataset, or by 
the intentional layer, i.e., having at least a vague idea of the 
subject. After this, the workflow becomes mostly linear, with 
some movements between the factual and intentional layers. 

5 https:// tinyu rl. com/ ynjzj s63
6 Since the question was open, we homogenized the answers and 
grouped them into few categories.

https://tinyurl.com/ynjzjs63
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Usually, data journalists start writing their articles once the 
analysis phase is over, and there is no backtrack once the 
presentational layer is entered.

Notably, the journalists attached less importance to the 
activities of the structural layer. At the exception of one 
of them, structuring activities are either hidden in writing 
activities or even not mentioned explicitly. Precisely, many 
of them agree that while data exploration usually takes long, 
visual storytelling can be extremely fast, potentially done on 
the fly, with some of them actually not even involved in the 
writing of the article. For those that mention it, the activity 
“write article" includes several hidden details concerning 
the organization of messages that should be communicated, 
the visual presentation and communication of the analysis 
results.

Overall, we can say that there is a chasm between what 
practitioners do and what literature suggests – and in fact, 
there are deficits in both sides. On the one hand, compared 
to what is reported in the literature, the work of the data 
journalists is over-emphasizing the intentional part and 
under-investing on the structural and the presentational 
part. On the other hand, when it comes to the literature, the 
presented methodologies overemphasize presentation and (to 
some extent) structuring, and pay much less attention to the 
intentional part. A process that gracefully hosts all aspects 
of narrative construction would facilitate narratives that are 
more complete and intuitive.

5  A Process for Crafting Data Narratives

From the literature review and the survey with journalists, 
we synthesize a set of requirements for a comprehensive data 
narration process, and we propose a process that fulfills the 
requirements.

5.1  Requirements

First of all, we note the absence in the literature of a whole 
workflow for crafting data narratives, including all the activ-
ities identified in Section 3 and Section 4. Figure 3 depicts 
the activities as phrased in the literature (in gray boxes) and 
by journalists (in green boxes). We group those referring 
to the same task and propose new names (the bold ones in 
Fig. 3) which are consistent with the conceptual model of 
Fig. 1.

In more details, most authors Chen et al. (2018); Lee 
(2015); Wang (2020); Shi (2021a, b); Duangphummet et al. 
(2021); Shi et al., 2021a, b; Kosara & Mackinlay (2013); 
Wang et al. (2019) agree that data narration process includes 
three main phases: (i) analyze, (ii) structure answers, and 
(iii) present.

The survey reveals that the data journalists agreed with 
the literature, especially on the phases (i) and (iii). In Fig. 3, 
activities are grouped according to these phases. We remark 

Fig. 2  Sequence of activities reported by journalists
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that activities pertaining to the factual and intentional layers 
of the conceptual model

are mixed in phase (i). In addition, while the literature 
rarely mentions the activities pertaining to the intentional 
layer, these activities are often pointed by data journalists. 
Furthermore, as we explained in Outa et al. (2020), the 
substance of a story, representing the narrator’s intention 
in reporting the story, is a constituent of the data narrative 
Chatman et al. (1980). Conversely, while the journalists did 
not attach much importance to the activities of the structure 
answers phase, this aspect is emphasized in the literature. 
Finally, as noted in Wang et al. (2019); Lee (2015), the nar-
rator should have the possibility to move freely back and 
forth between the different phases of data narration. How-
ever, this movement should not prevent that different groups 
of activities could be conducted by different persons with 
different profiles.

These groups of activities, identified by layers in the con-
ceptual model Outa et al. (2020), should be as isolated as 
possible.

To summarize, a comprehensive workflow for crafting 
data narratives should satisfy the following requirements:

– (R
1
 ) cover the activities and the paths identified by the 

survey with data journalists, reflecting the intention of 
the data narrator, which are depicted in Fig. 2,

– (R
2
 ) cover the activities of the three phases identified 

from the literature,
– (R

3
 ) allow the free back-and-forth transition between 

phases,
– (R

4
 ) clearly delineate the different layers of the concep-

tual model Outa et al. (2020) within its activities.

5.2  The process of crafting data narratives

In this subsection, we propose a comprehensive process for 
the crafting of data narratives that covers the activities and 
paths proposed in the literature and reported by journalists 
(requirements R

1
 and R

2
 ), while also being founded upon and 

coherent with the conceptual model ( R
4
 ) and allowing the 

back and forth movement between its phases ( R
3
).

The phases of the process are illustrated in Fig. 4. All 
phases are accompanied by the resulting outcomes, which 
are exactly the basic constituents of our conceptual model 
( R

4
 ). Note that, the incomes of the structure answers and 

present phases are more than just the basic constituents; 
rather, they are the organization of episodes and dash-
board components (see Chatman et al. (1980)). We retain 
the same coloring (pink for factual exploration, purple for 
intentional question-answering, yellow for the structuring 
of the answers of the intentional questions into a plot, and 
blue for presentation).

Fig. 3  The main activities for crafting data narratives identified from the literature (in gray boxes) and a survey with data journalists (in green 
boxes)
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Observe that the factual and intentional layers of the con-
ceptual model are well differentiated here, contrarily to the 
literature that mix them into one phase.

Consistently with Fig. 2, the process flexibly starts either 
with the existence of a data set, which is to be explored for 
findings, or with the emergence of an initiating question to 
be answered. This flexibility is important in the sense that 
prescribing a specific starting point for the collection of find-
ings from the data is not what practitioners typically do. The 
internals allow the flexibility of exploring several paths, that 
can be chained according to narrator’s habits and specifici-
ties of the task on hand, alternating the exploration of data, 
answering questions by deriving messages, structuring the 
answers and presenting visually the structured answers.

In any case, the identification of the answer questions 
in terms of messages and their formulation is a task that is 
practically absent from the related literature, significantly 
present in the everyday work of practitioners, and structured 
in our model for the first time.

The following paragraphs present the activities associated 
with each phase. These activities are abstracted from the 
literature and survey results (shown in Fig. 3). A new activ-
ity act and episode writing is added in order to explicitly 
state the task of conceiving, naming and eventually writing 
some notes about episodes and acts. In this way, the plot 
of the data narrative is produced. This activity materializes 
the concepts of acts and episodes depicted in the concep-
tual model for data narratives Outa et al. (2020) , which are 
implicit both in the survey and the literature.

Note that such activities should not be considered as steps 
to be executed sequentially. Conversely, many activities can 
be initiated and executed in parallel, and many activities are 
frequently performed asynchronously. The arrows in Fig. 5 
indicate a depends on relationship. For example, message 
validation depends on message formulation, as it is neces-
sary to formulate messages before validating them. In addi-
tion, at any time, it is possible to come back to previously 
executed activities (e.g. to rewrite messages or formulate 
new ones). Backtrack arrows are omitted for clarity.

Exploration The exploration phase, handling the fac-
tual layer, concerns several activities: (i) dataset collection, 
concerning source selection, data extraction, integration and 
preprocessing, (ii) trial and reuse of several collectors (i.e. 
querying, profiling and mining tools) and (iii) trial of diverse 
visualizations (crosstabs, graphics, clusters, etc.) for collect-
ing findings, then, (iv) finding formulation, concerning the 
expression of findings and their relationships, and (v) finding 
validation, which is typically done via statistical tests, but also 
by discussing and crosschecking with additional data sources 
(as done by data journalists) and confronting with the state of 
the art (as done by data scientists Mbenga et al. (2022)). Note 
that some findings may lead to additional analysis, triggering 
more collectors and visualisations, or even the collection of 
more datasets. The exploration phase is time-consuming (data 
journalists measure it in days or even in months).

Question-answering This phase, neglected in the lit-
erature, handles the intentional layer and concerns activi-
ties for (i) formulating goals and questions, (ii) drawing 

Fig. 4  The process of data nar-
rative crafting

Fig. 5  Activities for data nar-
rative crafting ( → indicates a 
depends on relationship)
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messages from findings, and (iii) validating messages. It 
supports explicitly the data narrator intention, as its pro-
posed activities help in formulating an analysis goal and 
a set of analytical questions that reflect their intention.

Furthermore, to cope with literature lacks (evidenced 
in Fig. 3), we propose a message formulation activity, 
concerning the derivation of messages from findings, and 
the identification of characters and measures (the relevant 
constituents of messages Chatman et al. (1980)) to be 
highlighted to the audience.

Structuring The structuring phase, the most over-
looked part in the data journalists practices, handles the 
structural layer, describing activities for organizing the 
plot of the narrative in terms of acts and episodes Gke-
soulis et al. (2015). Plot setting starts by (i) determining 
the audience, (ii) eventually selecting a subset of messages 
for such audience, and (iii) choosing an appropriate nar-
rative structure. Then, (iv) messages are mapped to acts 
and episodes. In more details, these activities allow the 
arrangement of the messages into different layers: an act 
which is a major piece of information, and is composed 
of several episodes that are of lesser importance on their 
own Outa et al. (2020).

Remember that the result of the structuring is an episode, 
which is the annotation of a message (which has a simple 
structure and labeling) with comments on the context, sig-
nificance, essence, etc., in other words with the content that 
makes the message interpretable by human beings.

Also, observe in Fig. 5, the existence of a specific activity to make 
the actions of writing acts and episodes explicit. Such activities can 
be performed before or at the same time as choosing visual means.

Presentation Finally, the presentation phase handles the 
presentational layer, and includes activities for (i) setting the 
type of visual narratives, ii) setting the interactivity mode, 
and (ii) implementing dashboards for conveying acts and 
episodes to the audience. Such activities carry on the visu-
alization level and build for each act an associated dashboard 
and present the narration in a complete visual narrative. 
Remember that dashboard components are representations 
of episodes in (typically) a visual form of communication, 
including text, figures, charts, data plots, or any other means 
to convey the message.

5.3  Scenarios for crafting data narratives

The proposed process allows the free back and forth transi-
tion between phases (requirement R

3
 ), some paths being more 

typical in specific situations. This subsection presents sev-
eral examples of such situations, representing some common 
unfolding scenarios described by practitioners or observed. 
Scenarios are identified based on the following: the study 
about data journalist practices described in Section 4, the anal-
ysis of several data narratives and their associated processes 
published by data journalists, and the observation of several 
practitioners (as will be detailed in Section 7). The scenarios 
are sketched in Fig. 6 by means of regular expressions.

An exploratory scenario is commonly observed when 
the analyst does not have in-depth knowledge of the data-
sets. It represents situations where the narrator only has a 
vague idea of the analysis goal (or no goal at all), where 
many iterations of questions-explorations are necessary to 
formulate and answer clear questions. This scenario con-
tains many activities and transitions between the phases 
of explore and answer questions. Once the exploration is 
completed and messages are validated, next activities can 
be linearly performed to structure and then present the data 
narrative. A good example of this scenario is a data journal-
ist’s  notebook3 describing the process followed to build a 
data  narrative4 about covid pandemic in a French region.

In this notebook, the data journalist shows the effort put 
in the many iterations to collect, clean and explore the data 
and highlights the formulation and validation of messages.

A pre-canned scenario corresponds to crafting processes 
where goals and questions are well defined from the beginning. 
It is typically observed for periodic or repeated studies, looking 
for well-known patterns, for example, reporting the results of an 
election. In this scenario, phases are chained quite straightfor-
wardly, with no need to come back to precise questions or refine 
collectors. The structure and presentation are typically reused.

A question-by-question scenario consists in chaining all 
phases one question at a time. In a loop, for each question, 
an exploration is launched in order to find one or several 
messages that answer this question. Then, these messages 
are structured and presented in the rendered data narra-
tive before proceeding with a new question. This scenario 

Fig. 6  Regular expressions 
representing the unfolding of 
phases in different scenarios for 
crafting data narratives. Colored 
boxes represent phases, respec-
tively pink for Explore, purple 
for Answer questions, yellow 
for Structure answers and blue 
for Present
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concerns more back and forth transitions among all phases. 
We observed this scenario with beginners, who tried to order 
and present messages just after their formulation before pos-
ing new questions. Students can even go message by mes-
sage. On the contrary, professionals tend to express most 
analytical questions at an early stage.

A delegated-presentation scenario corresponds to profes-
sional environments where the presentation phase is del-
egated to a specific team at the end of the process. There 
can be (or not) among the previous phases, preparing the 
plot. This scenario was reported by several interviewed data 
journalists Chagnoux et al. (2020).

6  A Focus on The Answer Questions Phase

The Answer questions phase, which has previously been neglected 
in the literature, covers the intentional layer and its interdependen-
cies with the factual, structural and presentational layers.

In this section, we detail the workflow for the answer 
questions phase that covers the activities and paths reported 
by data journalists, while also being founded upon and 
coherent with the conceptual model. Several paths are added 
based on discussions with data journalists and observations 
of many data narrators.

The workflow is modeled by three activity diagrams, respec-
tively in Subsections 6.1, 6.2, and 6.3. For readability purpose, 
each diagram highlights one of the 3 activities of this phase 
(goal and question formulation, message formulation and mes-
sage validation), by detailing the incoming and outgoing arcs to 
facilitate the understanding of the succession of activities. The 
paths from the activity are depicted with bold arcs, while the 
paths to the activity are depicted with regular arcs.

6.1  Goal and question formulation

The Goal and question formulation activity reflects the 
high-level intentions of the data narrator, and therefore helps 
identifying potential data for exploration and influences the 
structure of the data narrative. Figure 7 depicts its flow.

Incoming arcs. This activity can be the first of the pro-
cess (top incoming arc), when a goal, and eventually some 
questions, are initially formulated.

Conversely, it can be entered after some data exploration 
(incoming arcs from the left). Indeed, while exploring and 
visualizing a collector’s output in order to gain a deeper 
understanding of the data, possibly, new analytical questions 
can be posed, seeking for different information and inviting 
for further exploration. The same may arise after a finding 
is formulated and validated.

Furthermore, the selection of a previously asked question 
that was not (completely) answered is also possible.

Later, when data exploration has lead to the formulation and 
validation of messages, new questions may appear or old ques-
tions may be reformulated, so this activity can also be reached 
after message formulation or message validation (bottom 
incoming arcs). Many iterations can follow in this way, spe-
cially in exploratory and question-by-question scenarios, allow-
ing the expression of new questions after some exploration and 
some messages, which in turn, will trigger more exploration.

Finally, after partially structuring the plot or even imple-
menting visualizations, the data narrator can come back to 
formulate new questions (incoming arcs from the right). For 
example, while mapping messages to acts or writing acts 
and episodes, a new question can be asked if some missing 
aspects are detected, in order to complete the plot data nar-
rative. In a question-by-question scenario, this come back to 
the intentional phase, looking for the following question to 
deal with, is particularly frequent.

Outgoing arcs. After formulating goal and questions, 
the natural sequel is to explore data, either by collecting 
datasets (especially the first time) or just trying or reusing 
collectors (outgoing arcs to the left). If formulating goal 
and questions was the first activity in the crafting pro-
cess, dataset collection is necessary to start exploration. 
In addition, even after some exploration, a question may 
require the collection of additional datasets if the available 
ones lack some information. Conversely, this activity may 
directly be followed by collector trial to directly explore 
existing datasets.

Fig. 7  Goal and question formu-
lation flow
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Once a goal and some questions have been formulated (and 
typically some messages have been validated), the data nar-
rator can set the appropriate audience for the data narrative 
(outgoing arc to the right) and eventually start structuring.

6.2  Message formulation

The Message formulation activity concerns the derivation 
of messages from findings, intended to answer analytical 
questions. Its flows are depicted in Fig. 8.

Incoming arcs. Message formulation naturally takes place 
after finding validation. Indeed, during data exploration, some 
findings arise, which are in turn validated via cross-checking 
or statistical testing. These findings are then compiled into 
messages to the audience, highlighting characters and meas-
ures. This is the unique incoming arc to this activity.

Outgoing arcs. After formulating a message, there are many 
options to continue the data narrative crafting. Message valida-
tion (outgoing arc to the bottom) is the more natural, allowing 
for a direct verification of the validity of the message.

But note that the validation of messages is not required 
to be done immediately after they are formulated. Indeed, 
some narrators prefer to validate all messages together, espe-
cially when such validation involves external experts. This 

can help save time, allowing the data narrator to explore 
more data before sending a set of messages to be validated.

The data narrator may prefer to continue exploring data, 
in order to find additional substance to answer the analyti-
cal question at hand. This can be done by collecting a new 
dataset or trying a collector to further explore an existing 
dataset (outgoing arcs to the left).

In turn, the narrator can choose to express a new ques-
tion, or select another existing question to treat (outgoing 
arc to the top). This latter flow was already explained in the 
previous subsection.

6.3  Message validation

The Message validation activity ensures the validity of mes-
sages, typically asking for expert’s advice or comparing to 
the state of the art. Figure 9 illustrates its flows.

Incoming arcs. Message validation comes after mes-
sage formulation (unique incoming arc). As explained in 
the previous subsection, this can occur either one by one, 
immediately after formulating each message, or all messages 
at a time, after formulating several messages.

Outgoing arcs. After validating a message, there are many 
options to continue the data narrative crafting. A data narrator 
may, for instance, pose a new analytical question or continue 
answering the same question by collecting new datasets or 
applying a collector to explore an existing dataset.

Also, the data narrator can pass to the Structure Answers 
phase, by setting the audience of the data narrative, or mapping 
the validated message to acts. The former is done in the first 
passing to the structure answers phase, typically when enough 
messages are validated and the analytical questions are reason-
ably answered, having a good idea of story to be tell. The latter 
is done when the plot is already initiated and some additional 
messages arrive, in order to map them to acts and start writing.

7  Experiments

To validate experimentally the proposed process, we organized 
two challenges and analyzed several publications describing some 
crafting processes followed by data journalists and data scientists.

The challenges aim at answering two questions: (i) Does 
the process cover all necessary activities performed by data 

Fig. 8  Message formulation flow

Fig. 9  Message validation flow

Table 1  Characteristics of the crafted narratives observed during the 
workshop

Teams A B C

Topics Migration Vegetation Woman-named streets
Visual narratives Video Notebook Interactive book
Starting from Vague idea Precise idea Vague idea
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narrators? and (ii) To what extent do the process phases 
contribute to the quality of the data narratives? The analysis 
of published processes aim at answering the question: (iii) 
Is the proposed process consistent with the reported ones?

Subsection 7.1 addresses the first question. During a chal-
lenge in a workshop, we observed several narrators with vari-
ous profiles while they crafted data narratives for answer-
ing the challenge. In particular, we observed whether their 
actions corresponded to the activities defined in our process. 
The second question is addressed in Subsection 7.2. An expe-
rienced data journalist assessed the quality of data narratives 
crafted by Master students, and judged the completion of 
each process phase. Concretely, we investigate the correlation 
among phase completion and narrative quality.

Subsection 7.3 describes our analysis of some published 
narratives and the associated processes followed by their 
narrators. Concretely, we investigate whether the proposed 
process is coherent with the documented ones, highlighting 
the scenarios that better represent them.

7.1  Coverage

We organized a one day challenge called “Narrating Rennes 
by the data"7 with data enthusiasts and data scientists, aim-
ing at producing data narratives using the open data of the 
French city of Rennes.8 Three teams (A, B, C) were con-
stituted, mixing one or two data enthusiasts (among which 
journalists, students, social workers) and a data scientist. An 
external observer (lecturer or PhD student in Computer Sci-
ence) annotated the crafting process followed by each team. 
In particular, they wrote down the sequences of activities 
that were performed.

It should be noted that the teams were allowed to con-
tinue their crafting work during 3 additional days. During 
the annotation period (only the initial day, during the work-
shop), all teams mainly performed exploration and question 
answering activities; only one team (C) started the structur-
ing and presentation of the data narrative. Importantly, the 
teams were not asked to follow the process proposed in this 
paper; only the observers were aware of it.

The details of our analysis and the narratives produced 
(in French) are publicly available.9 A prize was awarded to 
the best one.

Table 1 reports, for each team, the topic of the data nar-
rative, the style of visual narrative, and its starting point. 
Fig. 10 depicts, for each team, the sequence of activities 
observed during the workshop. Activities are colored 
according to the phases of our process.

The main observation one can make from Fig. 10 is that the 
proposed process covers the data narrators activities and their 
chaining, whatever their initial idea, the topic chosen, or the 
style of visual narrative. In more details, we found that each 
group struggled at the beginning with the choice of the analy-
sis goal and the datasets to use. In all cases, the first explora-
tions did not return any findings (finding formulation activity 
arrived a bit later after the trial of several collectors). This did 
not prevent the groups to continue with the narrative crafting, 
and more importantly, the observers noted that no activity con-
ducted by the group was absent from those listed in Fig. 5.

Interestingly, we remarked that all teams started with 
a vague idea of the topic they wanted to treat, which was 
refined after many iterations among data collection, data 
analysis and question formulation. This clearly correspond 
to an exploratory scenario. Furthermore, we identified some 
repeated sequences of activities, e.g. goal and question 

7 Sponsored by CNRS https://www.madics.fr/event/titre1617704707-
3351/#madona.
8 https:// data. renne smetr opole. fr/

9 https:// drive. google. com/ drive/ folde rs/ 1zDzP_ ndSlQ UJCbt FMVzJ 
DnIby XK1D2_l? usp= shari ng (in French)

Fig. 10  Activities for crafting 
data narratives observed during 
the workshop

https://data.rennesmetropole.fr/
https://drive.google.com/drive/folders/1zDzP_ndSlQUJCbtFMVzJDnIbyXK1D2_l?usp=sharing
https://drive.google.com/drive/folders/1zDzP_ndSlQUJCbtFMVzJDnIbyXK1D2_l?usp=sharing
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formulation followed by collector trial, which also illustrate 
the tight link between explore and answer questions phases.

All of them used a unique timeline for structuring their 
narratives, which were rendered with varied styles.

We can also note that our proposed process remains tai-
lored for the task at hand. Indeed, the activities reported in 
Fig. 10 cover almost all the activities of our process. Activ-
ities that were not reported in Fig. 10, particularly those 
related to structure answers and present phases, were likely 
completed after the workshop.

7.2  Phases contribution to narrative quality

For assessing the relationship between process phases and 
narrative quality, we asked an experienced data journalist to 
evaluate a set of data narratives, assessing both their quality 
and the perceived phase completion. Narrative quality was 
assessed on a scale from 1 (lowest) to 7 (highest), using 3 
criteria (previously proposed in El et al. (2020)): (1) Informa-
tivity – How informative the narrative is, and how well does it 
capture dataset highlights? (2) Comprehensibility – To what 
degree is the narrative comprehensible and easy to follow? (3) 
Expertise – What is the level of expertise of the narrator? The 
level of completion of each phase (answer questions, structure 
answers and present), was deduced from the narrative, as the 
data journalist was not present during the crafting. The data 
journalist was asked to assess how much of the answer ques-
tions phase had been completed, based on how well the data 
narratives translate the expression of the intention of the data 
narrator and how much the subject was investigated.

To this end, we implemented a challenge for Master students 
in Computer Science, specialized in data analysis. 44 students 
participated in the challenge, 14 of the first year of master (here-
after called M1), 30 of the second year (called M2). Obviously, 
M2 students have more experience with data analysis and vis-
ualization tools, however, all students were familiar with the 

dataset (they previously did some data cleaning tasks in class) 
and none of them had previous experience with data narra-
tives. Students were asked to craft a data narrative about fatal 
encounters in the USA, using an open dataset.10 They received 
a one-hour tutorial on data narratives, presenting definitions and 
examples, and introducing typical crafting activities. Students 
worked by pairs or alone. We received 7 data narratives from 
M1 students and 17 from M2 students.

The results of the evaluation are reported in Table 2. Both 
M1 and M2 students produced narratives graded from 1 to 6, 
with similar average quality (with less deviation for M2 stu-
dents), despite their background differences. Students were 
observed during crafting, and some of them, especially the 
M1, were asked to indicate the sequence in which they com-
pleted the activities depicted in Fig. 5. This helped them to 
start, particularly having to write down the analytical ques-
tions that guided the data analysis, and to write down mes-
sages and initially consider how to structure them.

As to the different phases, the present phase was better 
completed than the two others. In addition, we measured the 
correlation (using Pearson correlation coefficient) between 
the average quality (Avg-Q in Table 2) and the completion 
of the three phases. The correlations were, respectively, 0.7 
for answer question completion (C_ans), 0.85 for structure 
answers completion (C_str), and 0.87 for present completion 
(C_pre). Interestingly, the completion of the three phases 
was correlated to the overall narrative quality.

We also measured the correlations between the level of 
expertise and the completion of three phases, the results 
being slightly higher for the answer question phase (0.79 for 
answer question completion, 0.77 for structure answers com-
pletion, and 0.73 for present completion). These correlations 
evidence that the answer question phase influence narrative 

Table 2  Assessed 
quality (informativity, 
comprehensibility, expertise, 
and average quality) and 
perceived completion (of 
answer questions, structure 
answers and present phases) 
of data narratives of Master 
students. We report minimum, 
maximum, average, and 
standard deviation for each 
criteria

Assessed quality Perceived completion

Info Comp Expe Avg_Q C_ans C_str C_pre

All Min 1 1 1 1 1 1 1
Max 5 6 5 5.33 6 6 7
Avg 3.38 3.63 3.21 3.43 3.00 3.67 4.17
Stddev 1.13 1.50 1.18 1.14 1.44 1.37 1.52

M1 Min 1 1 1 1.00 1 1 1
Max 5 6 5 5.33 5 5 7
Avg 3.00 3.43 2.86 3.10 2.57 3.29 4.00
Stddev 1.41 2.07 1.35 1.58 1.27 1.50 2.00

M2 Min 2 1 1 1.89 1 2 2
Max 5 6 5 5.33 6 6 7
Avg 3.53 3.71 3.35 3.57 3.18 3.82 4.24
Stddev 1.01 1.26 1.11 0.92 1.51 1.33 1.35

10 https://fatalencounters.org/
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quality at least as much as the other phases, which confirms 
our claim about its importance for data narrative crafting.

7.3  Comparison to documented processes

In this subsection, we study four works that documented (at least 
some portions) of the crafting process followed to produce a data 
narrative, namely, (i) a data narrative11 about the climate crisis in 
the Sahel documented by a data journalist in the form of a blog,12 
(ii) a data narrative13 about tennis betting data documented by 
an investigative data reporter for BuzzFeed News in the form of 
a sport news,14 (iii) a data  narrative4 about the COVID pandemic 
in a French region documented by a data journalist in the form 
of a  notebook5, and (iv) a data narrative about the tuberculosis 
pandemic in Gabon15 documented by a data scientist in the form 
of a research article Mbenga et al. (2022).

Some of the works merely described the main activities 
accomplished, without detailing every iteration adopted dur-
ing the crafting process. Other ones only detailed the early 
phases of the process.

For three of the narratives, namely those about Climate cri-
sis in Sahel, Tennis betting data and Tuberculosis pandemic, 
the process was clearly described. For analysing them, we just 
needed to match the activities listed by data narrators to those 
of our process, highlighting the flow of activities.

However, for the narrative about Covid pandemic, the 
process is reported by a Python notebook, mostly detailing 
the data exploration, with references to goals and questions, 

but few explicit references to messages. Therefore, we also 
analysed the visual data narrative for matching messages. We 
proceed as follows: We began by identifying the goal and 
analytical questions, which were explicitly stated at the begin-
ning of the notebook. Collectors were implemented as python 
code, results being commented. We identified findings within 
the data journalist’s comments. Then we attempted to locate 
these findings within the data narrative, looking both for text 
explaining the finding and a visualization similar to the col-
lector output. When we succeed to match some textual or 
visual artefact, we take them as the formulation of a message. 
The activities of structuring and presenting weren’t mentioned 
explicitly by the data journalist.

Figure 11 lists the activities performed in the analyzed 
processes, which are also sketched as a sequence of boxes, 
colored as the phases of our process.

As first remark, all the reported processes and activi-
ties could be matched to those of our process and the flow 
between activities is also congruent with our process. In 
addition, all processes describe many iterations among the 
initial phases, even if some of them just illustrate some 
examples of questions and collectors. All of them follow 
the exploratory scenario. Furthermore, we remark that inten-
tional activities (those of the answer questions phase) are 
present in all the reported processes.

8  Conclusion

In this paper, we proposed a process for crafting data nar-
ratives, that covers the whole cycle of data narration, from 
data exploration to the visual presentation of the narrative. 
Importantly, the process reflects the intention of the data nar-
rator by incorporating activities covering the formulation of 

11 https:// data. humda ta. org/ visua lizat ion/ clima te- crisis- sahel/
12 https:// tinyu rl. com/ ynjzj s63
13 https:// tinyu rl. com/ zxwf3 4xt
14 https:// tinyu rl. com/ wa4ja enj
15 https:// www. youtu be. com/ watch?v= u_ KoBWc_ qJU (in french)

Fig. 11  The activities of 
documented processes created 
by various data narrators with 
specialized skills

https://data.humdata.org/visualization/climate-crisis-sahel/
https://tinyurl.com/ynjzjs63
https://tinyurl.com/zxwf34xt
https://tinyurl.com/wa4jaenj
https://www.youtube.com/watch?v=u_KoBWc_qJU
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their goals, questions, and messages. Backed by a literature 
review and a survey with data journalists, it accommodates 
a wide range of practices observed on the field, via clearly 
delineated activities, while being well founded upon a con-
ceptual model of the domain Outa et al. (2020).

We believe that these two models, static and dynamic, can 
serve as a stepping stone for future research in the area of data 
narration. Implementing tools for guiding the narrator all along 
the process as well as automating tedious or complex tasks is 
a clear path for future work. We indeed believe that holistic 
approaches to data narration (from exploration to visual pres-
entation) should be adopted, and we particularly insist on the 
importance of the intentional phase of the crafting activities. 
Activities in this phase (e.g., message formulation, message 
validation) are likely to be the most difficult to automate. This 
a clear first step to the development of approaches for data nar-
rative manipulation and sharing. Finally, benchmarking data 
narrative development, not only the final data narration but all 
steps pertaining to its construction, is another challenge.
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