Introduction to

Abaokouoa: Evayyedia Mitoupd

TLOa doupe onuepa

Avaluon ocuvdeopwy (Link Analysis)

" Inuaocia g aykupag (anchor text)
= PageRank

= HITS (KouPikég oeAideg kat oeAibeg kUpoug)
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2nuaoio Twv cuVOECEWVY

hyperlink

page di page d>

= Assumption 1: A hyperlink is a quality signal.
= The hyperlink d, = d, indicates that d,'s author deems d,
high-quality and relevant.
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Kelpevo Aykupag

hyperlink

page di page d>

Anchor text (kelpevo ayKupac) keipevo mou eptBétet tov
ouvdeouo

= Example: “You can find cheap cars <a href =http://..>here </a >.”

= Anchor text: “You can find cheap cars here”

* Assumption 2: The anchor text describes the content of d..
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Kelpevo Aykupag

Xprion povo [text of d,] A [text of d,] + [anchor text - d,]

= Avalntnon tou [text of d,] + [anchor text - d,] cuxva mo
amoteAeopATIKA amo tnv avalitnon poévo tou [text of d,]
= Mapadeypa: Epwtnua IBM
= Matches IBM’s copyright page
= Matches many spam pages
= Matches IBM wikipedia article
= May not match IBM home page! if IBM home page is mostly

graphics
5
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Kelpevo Aykupag

= Avaintnon pe xprion tou [anchor text - d,] kaAUtepn yia to epwtnpa IBM
= H oeliba pe TG MePLOCOTEPEG b AVIOELG TOU Opou IBM eival n
www.ibm.com

A million pieces of anchor
text with “ibm” send a
\

\ strong signal
1
www.slashdot.or’g: “New IBM optical chip”

’

1
\ 1
\ 1
!

A
www.stanford\.edu:"“lBM faculty award recipients”
\ ! /l
\ Iy
vl
VW

wwww.ibm.com

www.nytimes.com: "IBM acquires Webify”
\
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Kelpevo Aykupac oto Eupetniplo

Thus: Anchor text is often a better description of a page’s
content than the page itself.

= When indexing a document D, include (with some
weight) anchor text from links pointing to D.

Armonk, NY-based computer
giant IBM announced today

—— 1 www.ibm.com

]

Joe’s computer hardware links Big Blue today announced
Sun record profits for the quarter
HP
IBM
7
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Google Bombs

Google bomb: a search with “bad” results due to
maliciously manipulated anchor text.

Google introduced a new weighting function in January 2007
v’ Can score anchor text with weight depending on the authority of the anchor
page’s website
E.g., if we were to assume that content from cnn.com or yahoo.com s
authoritative, then trust the anchor text from them

= Still some remnants: [dangerous cult] on Google, Bing, Yahoo
= Coordinated link creation by those who dislike the Church of
Scientology

= Defused Google bombs: [dumb motherf...], [who is a failure?], [evil empire] [cheerful
achievement]

8
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Assumption 2: annotation of target
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Anchor Text

= Other applications
= Weighting/filtering links in the graph
= Generating page descriptions from anchor
text
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The Web as a Directed Graph

hyperlink

Page B

Page A

Assumption 1: A hyperlink between pages
denotes a conferral of authority (quality signal)

Assumption 2: The text in the anchor of the hyperlink
describes the target page (textual context)

Introduction to Information Retrieval

Ol ouvdeopol eival avtou!

= Powerful sources of authenticity and authority
= Mail spam — which email accounts are spammers?
= Host quality — which hosts are “bad”?
= Phone call logs

= The Good, The Bad and The Unknown
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Simple iterative logic

= The Good, The Bad and The Unknown

= Good nodes won’t point to Bad nodes
= All other combinations plausible

‘

Good 00’ Bad
Introduction to Information Retrieval
Simple iterative logic
* Good nodes won’t point to Bad nodes
= |f you point to a Bad node, you’re Bad
* |f a Good node points to you, you’re Good
Good aa. Bad

5\
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Simple iterative logic

* Good nodes won’t point to Bad nodes
= |f you point to a Bad node, you’re Bad
* |f a Good node points to you, you’re Good

Introduction to Information Retrieval

Simple iterative logic

* Good nodes won’t point to Bad nodes
= |f you point to a Bad node, you’re Bad
* |f a Good node points to you, you’re Good

Good Bad
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Many other examples of link analysis

= Social networks are a rich source of grouping
behavior
= E.g., Shoppers’ affinity — Goel+Goldstein 2010

= Consumers whose friends spend a lot, spend a lot
themselves

= http://www.cs.cornell.edu/home/kleinber/networks-book/

17
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PageRank

18
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Link Analysis

Not all web pages are equal

19

PageRank

* A page is important if it has many links (ingoing?
outgoing?)

= Are all links equal important?

= A page is important if it is cited by other important
pages

20

10



Introduction to Information Retrieval Keg. 21.2

PageRank: Baolkn 16

KaBe oeAida €xeL éva PageRank

= KaBe oeAiba polpalel to PageRank otic oeAideg
miou Selyvel

= To PageRank piog ogAidag gival to abpolopa
Twv PageRank tTwv oeAidwv nou deiyvouv oe

auTh

21

PageRank: Mapadelyua

A “vote” from an important
page is worth more

A page is important if it is .9
pointed to by other important
pages /o

Define a “rank” r; for node j ¢ m
/ 1

’.-l — - “Flow" sguations:
i) Z d r, =i J/I+r, !

e

(]

r, =r/1+r,
r,=r,/2!

iy ... out-degree of node §

22
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PageRank: AAyoplOpuog

In a network with n nodes, assign all nodes the same initial
PageRank = 1/n.

® perform a sequence of k updates to the PageRank values, using
the following rule:

Basic PageRank Update Rule:

» Each page divides its current PageRank equally across its out-
going links, and passes these equal shares to the pages it points
to.

(If a page has no out-going links, it passes all its current PageRank to itself.)
= Each page updates its new PageRank to be the sum of the shares

it receives.
23
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PageRank: AAyoplOpuog

Given a web graph with n nodes, where the

nodes are pages and edges are hyperlinks
Assign each node an initial page rank
Repeat until convergence (I, |r/" -] < &)

= Calculate the page rank of each node

(1)
, (t+1) Z I
r_ — W
d

i—f 1

i, ... out-degree of node |

24
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PageRank: AAyoplOpuog

Initially, all nodes PageRank 1/8

Step | A B C D E F G H
1 172 [ 1/16 | 1/16 [ 1/16 [ 1/16 | 1/16 | 1/16 | 1/8
2 3716 |14 | 1/4 [ 1/32 [1/32 [1/32 [1/32 | 1/16

v As a kind of “fluid” that circulates through the network
v’ The total PageRank in the network remains constant (no need to

normalize)
25
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PageRank: AAyoplOpuog

v Asimple way to check whether an assignment of numbers s forms an equilibrium
set of PageRank values: check that they sum to 1, and check that when apply the
Basic PageRank Update Rule, we get the same values back.

v' If the network is strongly connected then there is a unique set of equilibrium

values. .
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PageRank: Alavuopatiki avamapaotoon

Stochastic Adjacency Matrix

Mivakag M — mivakag yeltviaong tou web
Avj -0, tote Mij = 1/outdegree(j)
ANwwg, Mij=0

Page Rank Vector
‘Eva Stavuopa e pia tiun yio kabe oglida (to

PageRank tn¢ oeAidag)
27
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PageRank: Alavuopatiki avarmapaotoon

Stochastic adjacency matrix M
Let page j has d; out-links
1
If j = i, then ME." :E else M[-J- =1

. : i ¥
« M iz a celumn stochastic matrix
* Colurmns surm to 1

vector with an entry per page
r;is the importance score of page {

rn=1
The flow equations can be written

r=M-r =Y

28
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PageRank: Alavuopatiki avamapaotoon

Power Iteration: y 8 ';’
v 3
'SEtr:,:l al %o [
_ T m| 0 | A 1]
= Ez' -Jim_
- — : . .ll
= And iterate T j+|‘
I" - I',\I 2t I'I:
S
Example:
I, 13 13§12 924 615
I, 13 Y6 13 1124 L f'l5
I, 13 16 12 L6 315
|

feration 0, 1, 2

29
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PageRank: Alavuopatiki avarmapaotoon

(1)

(r+1) F
r.? — Z d -equi\l-::'lrlently F — Mr

i—=j Y

Does this converge?
Does it converge to what we want?

Are results reasonable?

30
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PageRank: Random Walks

Random walk interpretation

Someone randomly browse a network of Web pages.

= Starts by choosing a page at random, picking each page with equal
probability.

= Then follows links for a sequence of k steps: each step, picking a random out-
going link from the current page, and follow it to where it leads.

Claim: The probability of being at a page X after k steps of this
random walk is precisely the PageRank of X after k applications of
the Basic PageRank Update Rule.

31
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PageRank: Random Walks

Imagine a random web surfer:
= At any time t, surfer is on some page i
© At time t + 1, the surfer follows an

out-link from i uniformly at random r= Z d :
* Ends up on some page j linked from i )
* Process repeats indefinitely
Let:

 p(t) ... vector whose i'" coordinate is the
prob. that the surfer is at page i at time ¢

= So, p(t) is a probability distribution over pages

32
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PageRank: Random Walks

Where is the surfer at time r+1?
* Follows a link uniformly at random

p(t+1)= M- p(t) pli+1)=M- pir)
Suppose the random walk reaches a state
plt+1) = M:p(t) = p(t)
then p(t) is stationary distribution of a random walk
Our original rank vector r satisfies r = M- r

* Sp, r is a stationary distribution for
the random walk

33
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PageRank: Extensions

2 problems: T
(1) Some pages are w i
dead ends (have no out-links) 'I'- e ﬁ"“ 1
* Such pages cause ) N

importance to “leak out”
(2) Spider traps

(all out-links are within the group)

* Eventually spider traps absorb all importance

34
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PageRank: AdLe€oda

AbLE€obda (dead ends): oeAideg ou Sev €xouv outlinks

Random walk can get stuck in dead-ends

35
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PageRank: AdLe€oda

Power Iteration: T
" setr; =1 al w [ o] o
_ ry m| 0 L3 i}
u 'r:r et EJ—*‘II
e 1
* And iterate " _]_"_: &
r, =r, /1
rlll_r.l'-z
Example:
r, /3 26 312 524 0
L, 3 U6 212 324 .0
r, 36 112 224 0

-

leration 0.1, 2,

36
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Keg. 21.2

PageRank: AdLE€oda

Teleports: Follow random teleport links with
probability 1.0 from dead-ends

= Adjust matrix accordingly
ﬁ&,

v il m

AR E
!

ol oo | ow
!

i 14 W

Y il 1]
E | LU
1] | i
by l il
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PageRank: AdLE€oda

Google’s solution: At each step, random
surfer has two options:
* With probability /-7, follow a link at random

* With probability /4, jump to some random page
PageRank equation [Brin-Page, 98]

i 1
n=) Bz t-B)y

e 4 d, ... cut-degres
=] of nede |

38
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PageRank: Spider Traps

Keg. 21.2

39
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PageRank: Spider Traps
Power Iteration: T T
b 3
“Setr; =1 ;. o]0
i _ i m| U0 | 5 1
I:l. - Ei "‘II
=i+, 2
* And iterate e h j+|‘
I': - I'.\I i
I-lr o I', 'I: : I-II
Example:
r, I3 26 M2 524 0
T, 113 6 2712 324 0
T, 1/3 R W2 1624 |
lteration 0, 1, 2
40
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PageRank: Spider Traps

Scaled PageRank Update Rule:

First apply the Basic PageRank Update Rule.

Then scale down all PageRank values by a factor of s.
This means that the total PageRank in the network
has shrunk from 1 to s.

Divide the residual 1T - s units of PageRank equally
over all nodes, giving (1 - s)/n to each.

41

PageRank: Spider Traps

Random walk with jumps

With probability s, the walker follows a random
edge as before; and with probability 1 - s, the
walker jumps to a random page anywhere in the
network, choosing each node with equal
probability

42
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PageRank: Spider Traps

The Google solution for spider traps: At each

time step, the random surfer has two options

* With prob. /4 follow a link at random

* With prob. 1-/, jump to some page uniformly at
random

* Common values for /f are in the range 0.8 to 0.9

Surfer will teleport out of spider trap within a

few time steps

43
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PageRank: Spectral Analysis

PageRank as a principal eigenvector
. "
r = M-r orequivalently r, =2, =

But we really want: " 4. out-degree
] 1 af nodei
N =BT +A-p);
I

Let’s define:
_— 1

Nﬂw we EEt What we wa nt: Mo M is & sparas
r=M-T e e
W |"|at i'_-'. I ?‘ prachios wa neaar
matenalize” M buk
" praﬂice 15 |:j links and iump} rather we e e

“sum” formulalion
44
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PageRank: Spectral Analysis

Sae F. Barkhin, & Survey on Pagefek

In ul !;: A and ﬂ Comaubag, Inbamet Mathamatcs, 2005,

* Adjacency matrix A of a directed graph
with spider traps and dead ends

= Parameter [
Output: PageRank vector r

" Set: r}w} =1/n

* Repeat until: ¥ ,;_“] _ a}.“'” <5

Ar=11

= r’f-” = E;-,rﬁ ET’ if in-deg. of j is 0 then r‘j” =1
* Mow re-insert the leaked PageRank:
[ . AT
t‘l'_lf: T}[[] — rr-r':[] + {1 — .5'}.,-"11 Where: 5 = E_I"J

45

Introduction to Information Retrieval

Keg. 21.2

PageRank: Example

46
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Personalized PageRank

Goal: Evaluate pages not just by popularity
but by how close they are to the topic

Any page with equal probability
* (we used this so far)
A topic-specific set of “relevant” pages

* Topic-specific (personalized) PageRank (&  teleport set)
M, = (A=B)M, + B/IS| ifi€ S
= (1-=-pPM; otherwise

= Useful for measuring “proximity” of other nodes to 5

47

PageRank: Trust Rank

networks of
millions of pages design to
focus PageRank on a few

undeserving webpages

To minimize their
influence use a teleport
set of trusted webpages

E.g., homepages of
universities

48
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Pagerank summary

= Preprocessing:
= Given graph of links, build matrix P.
= From it compute a — left eigenvector of P.
* The entry g;is a number between 0 and 1: the pagerank of
page .
= Query processing:
= Retrieve pages meeting query.
= Rank them by their pagerank.
= But this rank order is query-independent ...

Introduction to Information Retrieval

The reality

= Pagerank is used in google and other engines, but is
hardly the full story of ranking
= Many sophisticated features are used
= Some address specific query classes
= Machine learned ranking (Lecture 19) heavily used

= Pagerank still very useful for things like crawl policy

25
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51
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HITS

AVo Baolkég SladopEg
= KaBe oeAida €xel Suo Babuoug:
" ¢éva Babuo kupouc (authority rank) ka

= éva KOUPBLko BaBuod (hub rank)

» Ot BaBuot eivat Bgpatikot

52
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HITS: Baokn 16€a

Ac mouue Ot Yayvouue yia epnuepidec (keyword: newspaper)

First collect a large number of pages that are relevant to the topic (e.g.,
using text-only IR)

The pages may not be actual web sites of a “newspaper” but we can use

them to access the “authority” of a page on the topic

How?
= Relevant pages “vote” through their links
= Authority = #in-links from relevant pages

53

Keg. 21.3

Introduction to Information Retrieval

HITS: Baown bea

Relevant
pages

“quality” of relevant pages?
Best — pages that compile lists of resources relevant to the topic

(hubs)

54
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HITS: Baown bea

the principle of
repeated
improvement i

Hubs:
Voted for many of the pages

value of a hub = sum of the votes received by all pages it voted
for -

Introduction to Information Retrieval Keg. 21.3

HITS: Baown bea

v" Vote (link) from
a good “hub”
should count
more!

Think about restaurant
recommendations!! o

28
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HITS: Baown bea

the principle of repeated improvement

Why stop here?

Recompute the score of the hubs using the improved scores of the
authorities!

Repeat .. Recompute the score of the authories using the
improved scores of the hubs!

57
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HITS

Interesting pages fall into two classes:

= Authorities: pages containing useful information (the prominent, highly
endorsed answers to the queries)

Newspaper home pages

Course home pages

Home pages of auto manufacturers

= Hubs: pages that link to authorities (highly value lists)

List of newspapers
Course bulletin
List of US auto manufacturers

v A good hub links to many good authorities
v" A good authority is linked from many good hubs

58
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HITS: Algorithm

Each page p, has two scores
= A hub score (h) quality as an
expert
Total sum of authority scores that
it points to

||.-E:_

= An authority score (a) quality as
content
Total sum of hub scores that )
point to it =

59
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HITS: Algorithm

Authority Update Rule: For each page i,
update a(i) to be the sum of the hub scores
of all pages that point to it. B, = E

Hub Update Rule: For each page i, update

h(i) to be the sum of the authority scores of
all pages that it points to.

60
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HITS: Algorithm

= Start with all hub scores and all authority scores equal to 1.

» Perform a sequence of k hub-authority updates. For each
node:

- First, apply the Authority Update Rule to the current
set of scores.

- Then, apply the Hub Update Rule to the resulting set of
scores.

= At the end, hub and authority scores may be very large.

Normalize: divide each authority score by the sum of all
authority scores, and each hub score by the sum of all hub

scores.
61
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High-level scheme

= Extract from the web a base set of
pages that could be good hubs or
authorities.

= From these, identify a small set of top
hub and authority pages;

—iterative algorithm.
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Base set

= Given text query (say browser), use a text
index to get all pages containing browser.

= Call this the root set of pages.
= Add in any page that either

= points to a page in the root set, or

" is pointed to by a page in the root set.
= Call this the base set.

Introduction to Information Retrieval Keg. 21.3

Visualization

-

\ Base set /

32
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Distilling hubs and authorities

= Compute, for each page x in the base set, a hub
score h(x) and an authority score a(x).

= |nitialize: for all x, h(x)«1; a(x) «1;

= |teratively update all h(x), a(x); 4.-

= After iterations
= output pages with highest h() scores as top hubs
= highest a() scores as top authorities.

Introduction to Information Retrieval Keg. 21.3

Iterative update

= Repeat the following updates, for all x:

h(x) <= D a(y)

xX—=y

a(x) < > h(y)

X

33
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Scaling

= To prevent the h() and a() values from
getting too big, can scale down after each
iteration.

= Scaling factor doesn’t really matter:
= we only care about the relative values of

the scores.
Introduction to Information Retrieval Kep. 21.3

How many iterations?

= Claim: relative values of scores will converge after
a few iterations:

= in fact, suitably scaled, h() and a() scores settle
into a steady state!

= |n practice, ~5 iterations get you close to stability.

34
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Japan Elementary Schools

Hubs Authorities

schools = The American School in Japan

LINK Page-13 = The Link Page

“G—{ ISwZ = %Pes— § “a‘cSwWZfZf fylfW
a%o,"SWZfzZ[f fy[fW = Kids' Space

100 Schools Home Pages (English) = "Aés—§ A&V -SwZ

K-12 from Japan 10/...metand Education ) = e gaSwee-Swz
http://www...iglobe.ne.jp/~IKESAN = KEIMEI GAKUEN Home Page ( Japanese)
1E~SwZ,U'N,Pg- " CEé = Shiranuma Home Page

08—-—§ OS—CE~SwzZ = fuzoku-es.fukui-u.ac.jp

Koulutus ja oppilaitokset = welcome to Miasa E&J school
TOYODA HOMEPAGE = _“PiCE § E%ojls— § HivaSwZify
Education = http://www...p/~m_maru/index.html
Cay's Homepage(Japanese) = fukui haruyama-es HomePage
—yi=8SwZ,Ifz[f fy[fW = Torisu primary school

UNIVERSITY = goo

%oJ—3SwZ DRAGON97-TOP - Yakumo Elementary,Hokkaido,Japan
A%ce~SWZ,T'N,P'gfz[f fylfW = FUZOKU Home Page

u° 6vAA© YaYEYa[V, Ya¥EYa Y = Kamishibun Elementary School...

Introduction to Information Retrieval Kep. 21.3

Things to note

= Pulled together good pages regardless of
language of page content.

= Use only link analysis after base set assembled
= jterative scoring is query-independent.

" |terative computation after text index retrieval
- significant overhead.

35
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Issues

= Topic Drift
= Off-topic pages can cause off-topic “authorities”
to be returned
= E.g., the neighborhood graph can be about a “super
topic”
= Mutually Reinforcing Affiliates
= Affiliated pages/sites can boost each others’
scores

= Linkage between affiliated pages is not a useful signal

Introduction to Information Retrieval Keg. 21.3

HITS: Algorithm

72
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HITS: Atavuopoatik Avanopaotaon

Adjacency matrix

Aij = 1if i-Bj
0, otherwise

Two vectors
a: with authority ranks
h: with hup ranks

73
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Rewrite in matrix form

= h=Aa.
= a=Ath.

Substituting, h=AAth and a=AtAa.
Thus, h is an eigenvector of AAt and a is an
eigenvector of AtA.

Further, our algorithm is a particular, known algorithm for
computing eigenvectors: the power iteration method.

37
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Proof of convergence

= nxn adjacency matrix A:

= each of the n pages in the base set has a row and
column in the matrix.

= Entry A; = 1if page i links to page j, else = 0.

1 2 3
11 0 1 o
—) 2001 1 1
31 0 0

Hub/authority vectors

= View the hub scores h() and the authority scores af)
as vectors with n components.

= Recall the iterative updates

h(x) < D a(y)

xX—=Yy

a(x) < > h(y)

y—Xx

38
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HITS: Atavuopoatik Avanopaotaon

HITS converges to a single stable point
Notation:
Vectora = (a,..,a,), h = (h,.., hy)
Adjacency matrix A (nxn): Ay =1 if i—]
Then h{ — Ef—*f a;
can be rewriten as h; = EJ,-A”- -

Soo-h=4'a
And likewise:a = AT - h

77

Introduction to Information Retrieval Keg. 21.3

HITS: Atavuopoatik Avanopaotaon

HITS algorithm in vector notation:

1
5 L = — Convergence criterion:
Set:a; = h; == g

Vn Z (A1 — b -.::l'" <

Repeat until convergence; r
h=A-a Y (ol - a0 <
a=A"-h '
Mormalize a and h
Then: a=A" - (A a) a is updated (in 2 steps):
S a=AT(Aa)=(ATA)a

e @

Thus, in 2k steps: fi is updated (in 2 steps):
a=(AT-A)a h=A(ATh) = (AAT) h
h=(A-AT) . h

Repeated matrix powering




Introduction to Information Retrieval Keg. 21.3

HITS: Spectral Analysis

Definition:
sletR-x=4-x
for some scalar A, vector x, matrix R
* Then x is an eigenvector, and 2. is its eigenvalue
Fact:
* If R is symmetric (R;; = R ;)
linourcase R = A" -dAand R =4 - A" are symmetric]

* Then R has n orthogonal unit eigenvectors
w, ... w, that form a basis (coordinate system) with
eigenvalues &, ... &, (|4 Z |Risr])
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HITS: Spectral Analysis

Rx = Ax
Let’s write x in coordinate system w, ... w,,
x=A o w,
* x has coordinates (o, ..., @, )
Suppose: ky .. Ay (]2 - 2 |0))
Then: Rix = Mx = ¥ iF o, w;
As k — o, if we normalize
R x — by oy wy - (3

1 - m
(=1 -
iz Y

{contribution of all other coordinates — 0]
So, authority a is eigenvectorof R = AT A
associated with largest eigenvalue 4,
Similarly: hub h is eigenvectorof R = A AT
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HITS: Spectral Analysis

Ry = Ax
Let’s write x in coordinate system w, ... w,,
x=A o w,
x has coordinates (o, ..., o)
J'Iln.-l nEm J'IL-" ['IJ‘II\..LI E wun E |||'l'|.-”|}
Then: Rix = Mx = ¥ iF o, w;
As k — o, if we normalize
R& X — J-‘l.] U.l 1-1.-"1 :_"_"I: |"'|:|L .

{eantribution of all other coordinates — 0]

So, authority a is eigenvectorof R = AT A
associated with largest eigenvalue 4,
Similarly: hub h is eigenvectorof R = A AT
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PageRank vs HITS

= PageRank can be precomputed, HITS has to be computed at
query time.

= HITS is too expensive in most application scenarios.

= PageRank and HITS make two different design choices concerning (i)
the eigenproblem formalization (ii) the set of pages to apply the
formalization to.

= These two are orthogonal.

= We could also apply HITS to the entire web and PageRank to a
small base set.

= Claim: On the web, a good hub almost always is also a good authority.

= The actual difference between PageRank ranking and HITS ranking is
therefore not as large as one might expect.
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NepiAnyn

= Anchor text: What exactly are links on the web and why are they
important for IR?

= PageRank: the original algorithm that was used for link-based
ranking on the web

= Hubs & Authorities: an alternative link-based ranking algorithm

Google’s official description of PageRank: PageRank reflects
our view of the importance of web pages by considering
more than 500 million variables and 2 billion terms. Pages
that believe are important pages receive a higher PageRank

and are more likely to appear at the top of the search
results.
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