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ABSTRACT

Counterfactuals have been recognized as an effective approach to explain classifier decisions. Nev-
ertheless, they have not yet been considered in the context of clustering. In this work, we propose the
use of counterfactuals to explain clustering solutions. First, we present a general definition for coun-
terfactuals for model-based clustering that includes plausibility and feasibility constraints. Then
we consider the counterfactual generation problem for k-means and Gaussian clustering assuming
Euclidean distance. Our approach takes as input the factual, the target cluster, a binary mask indi-
cating actionable or immutable features and a plausibility factor specifying how far from the cluster
boundary the counterfactual should be placed. In the k-means clustering case, analytical mathemati-
cal formulas are presented for computing the optimal solution, while in the Gaussian clustering case
(assuming full, diagonal, or spherical covariances) our method requires the numerical solution of a
nonlinear equation with a single parameter only. We demonstrate the advantages of our approach
through illustrative examples and quantitative experimental comparisons.
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1 Introduction

Explainable Al is necessary for developing trustworthy and transparent machine learning models, enabling understand-
ing and effectively using these systems. Explainability methods can be distinguished into global and local explanation
approaches [1]]. Global explanation methods aim to provide insights into the overall behavior of a model, often using
techniques such as decision trees or rule-based systems. Such methods summarize the model’s behavior across the en-
tire dataset. In contrast, local explanation methods focus on individual predictions or decisions, offering insights into
specific outcomes. Examples of local approaches include counterfactual explanations [2]], which identify the minimal
changes needed to alter a model’s decision, and saliency maps [J3|], which highlight the most influential features of a
particular prediction.

Counterfactual explanations (CFEs) have been established as an effective local explanation approach for explaining
decisions of machine learning models [4-6]]. The highly referenced Alice’s example for loan qualification offers an
intuitive insight into the counterfactual idea: Suppose that there are two possible model outcomes: ¢ = ‘negative’,
the applicant does not qualify for the loan, and ¢’ = ‘positive’, the applicant does qualify for the loan. Alice did
not receive the loan she applied for, since f(y) = ¢, meaning that the input vector y corresponding to Alice did not



produce the desired output ¢’. An explanation for such a decision is needed to help Alice get the loan in the future:
what is the minimum required change that Alice should make (in terms of income, education, etc.) in order to qualify
for the loan.

More generally, this is the kind of explanation counterfactuals give to a classification decision: What is the minimum
change that can be applied to y (producing z) so that the model output changes from f(y) = cto f(z) = ¢’? The
definition of counterfactual in the context of classification is the following:

Given a classifier f that outputs the decision ¢ = f(y) for a factual instance y, a counterfactual explanation consists
of an instance z such that i) the decision for f on z is different from ¢, ie., f(z) # ¢, and ii) the difference between y
and z is minimum [5}7]].

Moreover, several interesting properties of counterfactuals for classification have been defined, such as actionability
(some features are not allowed to change) and plausibility (the counterfactual should lie inside the data manifold).

Although considerable research work has been devoted to counterfactuals to explain classification decisions, to the
best of our knowledge, no research results are available for computing counterfactuals to explain clustering solutions.
In the following sections we attempt to fill this gap by presenting novel definitions and methods. More specifically:

* We present a general definition of counterfactuals for clustering assuming that each cluster is modeled using
a probability density.

* k-means clustering solutions can be considered as a special case of the above framework.

* We introduce easy to compute (non-iterative) methods for generating counterfactuals considering Euclidean
distance between factual and counterfactual for the cases of:

— clusters obtained by k-means clustering
— Gaussian clusters (with full, diagonal and spherical covariances).

* Qur approach also accounts for:

— actionable and immutable features
— counterfactual plausibility (moving from to the cluster boundary towards regions of higher cluster den-
sity).

To assess the effectiveness of the proposed techniques, we have considered synthetic and real datasets. We compare the
generated counterfactuals to those provided by considering an indirect approach that treats the problem as classification
and exploits the tools and methods available for explaining classifier decisions.

The rest of the paper is organized as follows. In Section [2] we briefly discuss related work on explainable clustering.
In Section [3] we present a counterfactual definition for model-based clustering followed by the general framework
for counterfactual computation that is proposed in Section @] In Section [3] the analytical formulas for computing
counterfactuals in the k-means case are derived, while in Section E] we derive the equations to be solved in the case of
Gaussian clusters with full, diagonal and spherical covariance matrices. In Section [7] we report the details and results
of our comparative experimental study, while Section 8| provides conclusions and future research directions.

2 Related Work

Explainable methods for clustering focus on global explanations. In particular, they build decision tree models that
directly provide interpretations in the form of decision rules. Several methods have been proposed to build decision
trees to explain clustering by utilizing indirect or direct approaches.

The indirect global explanation methods, typically follow a two-step procedure: first, they obtain cluster labels using
a clustering algorithm, such as k-means, and then they apply a supervised decision tree algorithm to build a decision
tree that interprets the resulting clusters. For example, in [8]] labels obtained from k-means are used as a preliminary
step in tree construction. Similarly in [[9] the centroids derived from k-means are also involved in splitting procedures.

Direct global explanation methods integrate decision tree construction and partitioning into clusters. Many of them
follow the typical top-down splitting procedure used in the supervised case but exploit unsupervised splitting criteria,
e.g., compactness of the resulting subsets [[10]] or unimodality criteria [11].

To the best of our knowledge, the local explanation problem has not yet been addressed in the case of clustering. In
this paper, we introduce counterfactual-based local explanations for clustering. Counterfactual explanations are local
explanations proposed for classification [[2,/4}|5]. We present a novel definition for clustering and novel counterfactual
generation approaches for clustering. Local explanations enable a deeper understanding of individual assignments and



their relationship to cluster characteristics. Furthermore, in addition to explaining the cluster assignment of a specific
instance, counterfactual explanations also provide the minimum feature changes for the instance to be assigned to a
different cluster.

3 Counterfactual definition for model-based clustering

We assume the general clustering problem with C1, ..., Cys clusters. We are given the probability density py(x) for
each cluster Cy, k = 1,..., M. Let also (71, ..., s ) be the prior probability vector of the clusters. Typically 7, is set
equal to the cluster frequencies (7 = N /N) or equal to 1/M. Based on the cluster assignment rule, an example x
is assigned to cluster C; for which 7yp,(x) is maximum [[12].
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Figure 1: Illustration of the counterfactuals generated (green and yellow points) for the given factual y (marked as red
cross) under the assumption of Euclidean distance and different feasibility and plausibility constraints.

In order to compute a counterfactual explanation (CFE) z for a given example (factual) y, we need to specify a
preference density r(x|y) which should be a unimodal distribution with mode at y expressing the preference for x
to become a counterfactual of y. This preference density definition is very general and flexible and also implements
feature actionability, as will be discussed later.

CFE Definition: Given a factual y of cluster Cy, its counterfactual explanation (CFE) z is defined as the solution to
the following constrained optimization problem:

z = argmax r(z|y) (z has maximum preference given y) ()

subject to the constraint:
Cy # Cy, where Cy = arg max TomPm (Z) (2)

In the above formulation, Cy is the cluster label of z, taking into account the cluster assignment rule. The preference
density r(x|y) should be a unimodal function (with peak at the factual y) that should decrease as the distance d(x, y)
between = and y increases. The exponential form (r(z|y) = exp(—d(z,y))) is a viable option, although other
functional forms could be devised. Note that, if 7(x|y) is monotonically decreasing with respect to d(x,y), then
the maximization of r(z|y) is equivalent to the minimization of d(z, y).

Extending the previous definition, it is possible to extend the set of constraints. More specifically a plausibility
constraint can be specified on the counterfactual z:

pe(2z) > ¢ (plausibility) ?3)

where the parameter § > 0 is a threshold on the local cluster density of z. Adjusting § allows the counterfactual to lie
in regions of sufficient cluster density, i.e. it does not constitute an outlier.



Moreover, by appropriately defining r(z|y), we can introduce feasibility (or actionability) constraints:
r(z]y) > 0 (feasibility) “4)

ie., impose constraints on the allowed feature values of counterfactual z. If for example the values of the i-th feature
are not allowed to change, we can set r(x|y) = 0 for all = with z; # y;. In this case, the feasibility constraint will
prevent the generation of counterfactual z with z; # y;.

In Fig. [I] we see an example for the case of two clusters in two dimensions. For the given factual point y (marked
as red cross), we plot counterfactuals with a minimum Euclidean distance from gy under feasibility and plausibility
constraints. Green points represent counterfactuals with both features actionable (allowed to change) obtained for
increasing value of §. Yellow points represent counterfactuals with only the horizontal feature actionable obtained for
increasing values of §.

In the following sections, we focus on Gaussian clusters, i.e. the probability density of each cluster ¢ follows the
Gaussian distribution p;(z) = N(x; u;, S;) where p; is the mean (cluster center) and S; is the covariance matrix of
the distribution. It should be stressed that k-means clustering can be considered a special case of Gaussian clustering
where all priors 7; are equal and all covariance matrices are spherical with unit variance, thus k-means clustering is
included in this framework.

A convenient property of a Gaussian cluster is that its density p(x) is inversely proportional to the (Mahalanobis in the
general case) distance of the cluster center. Therefore, considering two clusters ¢ and j, there exists a cluster boundary
B(i,j), i.e. aset of points = for which m;p;(x) = m;p;(x). Assuming that the cluster centers do not coincide, as we
depart from the cluster boundary and move inside cluster j, the density p; increases, while the density p; decreases.
Note also that cluster assignment is based on the maximum cluster density. Consequently, given a factual point y of
cluster i (ie. m;p;(y) > m;p;(y)), it is ensured that its closest counterfactual z (with respect to target cluster j) will be
located on the cluster boundary, i.e., z € B(i, j). This fact constitutes the basis of our methods. Given a factual y, the
counterfactual z is computed as its closest point that lies on the cluster boundary. This idea is then extended to address
the case where the counterfactual is desired to be positioned not at the cluster boundary, but within a more dense region
of the target cluster, in order to achieve higher plausibility. In this case, the user should specify a parameter that we
call plausibility factor.

4 Counterfactual Computation: General Framework

In all algorithms for counterfactual generation that are presented below, we consider pairs of clusters: with C denoting
the source cluster of factual y and Cy the target cluster of counterfactual z. The reason is that, if more than one
counterfactual clusters exist (e.g. Co, C3 etc), we can apply the algorithms separately for each cluster pair (Cs, Cy)
(t # s), compute the corresponding counterfactuals and keep the one with maximum preference (e.g. minimum
distance from the factual).

The clustering information that should be given is the clustering model, ie. the two cluster centers in the k-means
case or the parameters of the two Gaussians and the priors 7 in the Gaussian clustering case. No data availability is
required.

We assume a preference function of the form:

r(zly) = exp(—d(z,y)) 5)

where d(x,y) = |z — y|? is the squared Euclidean distance. Thus, maximizing r(z|y) in eq. [1| is equivalent to
minimizing Euclidean distance.

Our method takes as input the factual y and the cluster model parameters. In order to account for plausibility, the user
might specify a plausibility factor € to indicate whether the counterfactual should be located at the cluster boundary
(e = 0) or it should depart from the cluster boundary being placed inside the target cluster region for increasing values
of € > 0. The cluster model along with the plausibility factor value € define a constraint equation that determines the
set of points where the counterfactual should be located. We call this set constraint set C'Sc. If € = 0, the constraint
set is identical to the boundary B between the two clusters.

Our method also accounts for actionable and immutable features, i.e., which features are allowed to change and which
are not. This is implemented by a user-defined binary mask vector M that indicates which components of the parameter
vector z are allowed to change with respect to the factual y. If M; = 1, z; is considered as free (actionable) parameter
allowed to change. If M; = 0 then z; = y;, i.e. z; remains fixed (immutable).

Given the factual y, the plausibility factor € and the feature mask M, we present below how to compute counterfactuals
in the case of k-means clustering as well as for Gaussian clusters with full, diagonal and spherical covariances. The



solution is analytical in the k-means case and non-iterative, requiring the solution of a nonlinear system with a single
parameter, in the Gaussian case.

S Counterfactuals for £-means clustering

Let ms and m, be two cluster centers. Based on the k-means cluster assignment rule, a point z is assigned to the target
cluster if |z — my|? < |z — mg|?. Therefore, the cluster boundary contains those points z for which |z — m,|? =
|z — my \2. In order to account for plausibility, we define the constraint set C'S, of candidate counterfactual locations,
using the following constraint equation:

CS, ={z:|z—my|*> = |z — ms|* + e|ms — my|*},e >0 (6)
For € = 0 the cluster boundary is defined.

We are given the factual y and a binary mask M indicating the elements of z that are allowed to change during
optimization. We proceed by splitting z based on the free and fixed components: we denote by z; the subvector of
free components of z (with M; = 1) and as zf;;.q the subvector of fixed components of z (with M; = 0), hence
Zfized = Yfized- We Wish to find the vector z € CS, of the above form with minimum squared Euclidean distance
from factual .

Let d. = €lmy — my |2. The constraint equation for the set C'S, can be written as

]2 — d
. .

Ms — M)

(7

T

. Then the above constraint is written as z ' v = c.

2 2
_ —d.
Letv =ms — my andc:%

Let also vy and vg;zcq be the subvectors of v with free and fixed components, respectively. Then the constraint
equation can be written as:
T T
2§ Vf + YfizedVfized = C ®)
which is a linear constraint on 2.
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Figure 2: Illustration of the counterfactuals computed in the case of a 2-d synthetic dataset partitioned in two clusters
using k-means. The factual y is the same and the counterfactuals computed for several values of mask M and palusi-
bility factor € are presented.

The optimization problem with parameter vector 2y is defined as follows:

minimize |z — y¢|?
subject to
T T
2gVf = C— YfigedVfized-



This is a quadratic minimization problem with a linear constraint, which can be solved either using Lagrange multipli-
ers or by projecting ¥ onto the hyperplane defined by this constraint. The latter approach is straightforward and gives
the solution for the free part of z:

* (y}r/uf - (C - y]—criwedvfimed))
[vg[?

Vf. (9)
The fixed components of z* will be set equal to the corresponding y; values, i.e. z}im d4 = Yfized-

It should be stressed that the above solution is valid only if vy # 0 or y}imdv tized 7 C. In the opposite case a valid
counterfactual does not exist.

Fig. 2] provides a visual illustration of the optimal counterfactuals computed by Eq. [9] for a 2-d synthetic dataset
partitioned in two clusters using k-means. Several counterfactuals are presented for the same factual y in order to
illustrate the influence of the mask M and the plausibility factor €. It is clear that, as € increases, the counterfactual
departs from the cluster boundary (where ¢ = 0) and moves inside the target cluster region. The influence of the
actionability constraint is also illustrated. When M = [1,0], only the horizontal coordinate is allowed to change,
thus the counterfactual is placed in the same horizontal line with the factual y. When M = [0, 1], only the vertical
coordinate is allowed to change, thus the counterfactual is placed in the same vertical line with the factual y.

6 Counterfactuals for Gaussian clusters
We now consider the case of Gaussian clusters starting with the more general case of full covariance matrices.

6.1 Gaussian clusters with full covariance

Let s and ¢ the source and target clusters with densities ps(z) = wsN(z;ms, Ss) and ps(z) = 7N (x;my, S;) where
my, my are the mean vectors, S, S; are full covariance matrices and 7, 7; the cluster priors.

* Center ms
z Center me
Factual y
O CFEz' (M=[1,0]",e=0)
QO CFEz' (M=[0,11",£=0)
© CFEz® (M=[1,11",e=0)
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Figure 3: Illustration of the counterfactuals computed in the case of two Gaussian clusters with full covariances. The
factual y is the same and the counterfactuals computed for several values of mask M and plausibility factor € are
presented.

In probabilistic clustering, a point z is assigned to the cluster of maximum density. Thus the cluster boundary contains
the points z with ps(z) = p¢(z). In order to account for plausibility, we define the constraint set C'S, of possible
counterfactual location, using the following constraint equation:

CSe={z:p:(2) =14+ ¢€)ps(2)},e >0 (10)
For € = 0 the cluster boundary is defined.

We are given the factual y, the mask vector M and the plausibility factor € and our goal is to find z € CS. that
minimizes |z — y|? taking into account the mask M. Based on mask M we define the index sets:



* Free indices: F = {i : M; = 1}.
* Fixed indices: G = {i : M; = 0}.
Therefore we can group the indices of z and my, as follows:

s z=[2p,2g]", where z¢ = y¢ (fixed).

o my = [mir,mpg) T, fork € {s,t}.

Moreover, the covariance inverses S, !k € {s,t} can also be partitioned into blocks:

-1,FF -1,FG
g1 Sk- ; Sk ;
k. S—l,GF S—I,GG
k k

The optimization problem to be solved is defined:

minimize Z(ZZ —)? (11)
icF
subject to the constraint:
S,
(z—=my) " S;7 (2 —my) — (2 —my) ' STz —my) +1n ||St|| - 2111% +2In(l+¢)=0 (12)

where the above equation is obtained by taking the logarithm of both sides in the constraint equation [I0}

To simplify notation we define the constant

S,
o =1In |SZ|—21n77Z+21n(1+6) (13)
and replace in the above constraint equation.

The above quadratic optimization problem with a quadratic equality constraint can be solved by introducing a Lagrange
multiplier A and defining the Lagrangian function:

L(zp, ) = Z(ZZ —y)? =\ {(z —my) Sy 2 —my) — (2 —my) T STz — my) + ca (14)
ieF
Taking the gradient of L with respect to zr equal to zero we get
zr = (I = D)~ (yr — Ad) (15)
where
D _ St—l,FF _ S;l,FF (16)
and
d= S;l’FFth — S;I’FFmSF — (S;LFG(ZG - mtg) — S;LFG(ZG — mgG)) a7
The constraint equation can be written as:
(2 — mur) TSy (2p — mur) + 2(2p — mup) TS (26 — mue) + (26 — mua) TSy VY (e — muc)
— [(zr = msp) TSV (25 — msr) + 2(2F — mor) S (26 — mase) + (26 — mse) TS5 1YY (26 — msc)]
+co = 0. (18)

Substituting z from Eq. [I3]into the constraint equation[T8] the final equation to be solved for A becomes:
(yr —Ad) (I =AD)™'D(I — AD) *(yr — Md) —2(yr —Ad) (I = AD) e+ cs+citcy+ca =0 (19)

where e
-1, —1,FF
e=25, myp — S, Mmsp (20)
T «—1,FF T ¢—1,FF
cf =mypS; Mep — MgpS, MR 2n



g = (26 —muc) ' Sy V9% (2a — mua) — (2¢ — msa) T S5V (2a — msc) (22)

~1,FG

¢ =2(zp — th)TSt (z¢ — mug) — 2(zF — msF)TS;LFG(

2G — MsG) (23)
Once the solution A* is found, it is substituted in Eq. [15|to provide the counterfactual z}.. For the fixed parameters it
holds that z§, = yg.

In what concerns the uniqueness of the solution, if matrix S, LEF _ S LEFE i positive or negative definite then a
unique solution exists. Otherwise, there is possibility for one, multiple or no solutions.

Fig. [3| provides a visual illustration of the counterfactuals computed for the case of two Gaussian clusters with full
covariances. It should be noted that the cluster boundary is quadratic in this case. The figure shows multiple counter-
factuals corresponding to the same factual instance y highlighting their behavior as M and e varies. As e increases,
the counterfactuals gradually move away from the cluster boundary (where ¢ = 0) and further into the interior of the
target cluster. The impact of the actionability constraint is also demonstrated. When M = [1, 0], only the horizontal
coordinate is allowed to vary, resulting in the counterfactual being horizontally aligned with the factual point y. In
contrast, when M = [0, 1], only the vertical coordinate is adjustable, placing the counterfactual on the same vertical
line as y.

6.2 Gaussian clusters with diagonal covariance
Let ps(z) = wsN(x;ms, Ss) and py(x) = 7 N (x;my, Sy) where Ss and Sy are diagonal covariance matrices, i.e.
S = diag(c?%,...,02%,) and S; = diag(c?, ..., 0%).

The diagonal nature of the covariances allows for component-wise computations and formulas compared to the more
complicated full covariance case.

The constraint p;(z) = (1 + €) - ps(2) translates to:
z,'—m42 zi—msiQ '—mi2 i_ms'2
Z(( 2t1) _( 5 )>+Z((yl Qt) _(y 3 1))+CQZO (24)
ieF Oti Osi ; Oti Tsi
where ¢, is given by Eq.with |Sk| = H?Zl ori k€ {s,t}.
Our objective is to minimize ), 5 (z; — y;)? subject to the constraint equation We define the Lagrangian:

L(z,\) = Z(Zz _ yi)2 +A (Z ((Zz _O-t;nti)2 B (2 _0-;7151)2> et ca) @)

ieF ieF st

; —_ : 2 ; —_ : 2 . . . . . . .
where ¢, = )i ((yl GT”) ~ W UT“) ) is a constant. For 7 € F, taking the partial derivative of £ with respect
ti EX

to z; and setting to zero we get:

g+ A (2 - )
£ ti
Zp =

1+A(U§ - 0124)

ti X

(26)

The partial derivative of the Lagrangian with respect to A gives the constraint equation:

2 C_ )2
Z((zz )’ ;nsz>>+cn+ca=o. @)

ieF Oti Osi

Substituting z; from equation [26]into the above constraint equation we get an equation that contains only the A param-

eter:
2 2

v msi My ) Mgj _ My

v A( "i ”?il> y1+>\< "fS: o3 )

— My — Mes;

143 (- ) 1A (- )

si Tt si i
§ —~ - +cp + cq = 0. (28)

(o O
1€EF st icF te



This equation can be solved using numerical methods. If a solution A* is found, then each free z; can be computed by
substituting A* in Eq.[26] The fixed elements are simply 2} = y; fori € G.

L L s the same
o<, o3

st i

In what concerns the uniqueness of the solution, it is guaranteed in the case where the sign of

for all free dimensions ¢ € F'. Otherwise, there is possibility for one, multiple or no solutions.

6.3 Gaussian clusters with spherical covariance

Let ps(x) = wsN(x;ms, Ss) and pi(x) = m¢ N (x; my, S¢) where S and .Sy are spherical covariance matrices
S, = UEI and S; = O’?I.

The constraint p;(z) = (1 + €) - ps(2) translates to:

e =2 |z = m,J?

2 2
0% Os

+cq =0. (29)

where A is given by Eq.with |Sk| = 02, k € {s,t}.

The optimization problem is to minimize with respect to free z; the objective Y, -(z; — ;)?, subject to the constraint
of Eq.[29]

The solution to this problem can be obtained as a special case of the previously presented equations for the diagonal
Eovarian%e case. By replacing 02; = o2 and 07; = o7 for all j in Eq.|[26|and Eq. [28} we find the following equations
orz; € r':

7 = - (30)
147 (% - %)
and for A:
\ 2
1 Yi — My — (ng 72:2) )
2 Z + Z(yz mtz)
9t \ jer 1+A (U%z - %3) i€eqd
2
1 Yi Mgq A (n;? 72?) 9
s 3 = ma)
s \ier 1+ (713 - U%) i€eq
+co = 0. 31D

This equation is nonlinear in A and is numerically solved. Once the solution A* is found, it can be substituted back
into Eq. [30[to find the optimal values of the free parameters z; (i € F). For the fixed parameters i € G it holds that
zF = y;. It should be noted that a unique solution exists in this case.

7 Experimental Results

To demonstrate the effectiveness of our approach called CounterFactuals for Clustering (CFCLUST), at first we present
an illustrative example with digit images and then we provide performance results.

When using our method for Gaussian clustering, to solve for A, we use the root finding method of SciPy librar

7.1 An illustrative example

We used well-studied OptDigits [13], a 10-class dataset which contains grayscale image of handwritten digits. Each
digit image is represented by a 64-dimensional feature vector. These features correspond to the intensity values of an
8 x 8 grid of pixels. We ignored the class labels and applied k-means to partition the dataset into ten clusters. Then we

"https://docs.scipy.org/doc/scipy/reference/optimize.root-hybr.html
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designated the cluster with the majority of images representing the digit zero as the source cluster C's and the cluster
with the majority of images representing the digit two as the target cluster Cy.

The top row of Fig. [ presents the images of the centers m, and m; of the two clusters. It also presents the image
of the factual instance y that belongs to the source cluster. Given the 64-dimensional vectors mg, m; and y, we used
Eq. 0] assuming no immutable features (M; = 1, for all ¢) to compute the counterfactuals for increasing values of
the plausibility factor e. The images of the generated counterfactuals are presented in the middle row of the figure.
It can be observed that when ¢ = 0, the shape of counterfactual digit is actually a blend of zero and two, since the
counterfactual lies on the cluster boundary. As the value of e increases, the shape of the counterfactual digit clearly
corresponds to digit two.

Each image in the third row of the figure visualizes the pixel-wise differences between the corresponding counter-
factual image (shown in the middle row) and the factual image. Red colors indicate positive differences, meaning
that in order to generate the counterfactual the corresponding pixels should ’turn on’ (their intensity should increase
compared to the factual). Blue colors indicate negative differences, meaning that in order to the corresponding pixels
should ’turn off” (their intensity should decrease compared to the factual). In this way, a visual explanation is directly
provided of how to modify the factual in order to produce the counterfactual. It is interesting to note our genera-
tion method, correctly operating towards minimum changes, does not affect the values of the pixels lying on the two
vertical borders of the factual image.

(a) center m (b) center m; (c) factual y
e=00 (&) e =0.33 ) € = 0.66 (@e=10
:
TUIRE IR
-
(h)e=0.0 (i) e=10.33 (j) € = 0.66 (k)e=1.0

Figure 4: Illustrative example using images of the OptDigits dataset. Top row: images of the two cluster centers and
the factual. Middle row: counterfactual images generated by our method for increasing values of plausibility factor e.
Bottom row: visualization the pixel-wise differences between the corresponding counterfactual image (shown in the
middle row) and the factual image. Blue and red colors indicate negative and positive differences respectively.

7.2 Evaluation

In this set of experiments, we provide comparative experimental results of the performance of CFCLUST using syn-
thetic and real datasets.

7.2.1 Experimental Setup

For each dataset considered, we first apply clustering using either k-means or by training a Gaussian mixture model
with full covariance. Then we select a source cluster C and a target cluster C'; and proceed with the evaluation of the
counterfactual generation methods.

Since there is no previous research on generating counterfactuals for clustering, we compare our approach with pre-
vious research on generating counterfactuals for classification as follows. We first build a binary classifier with class
labels corresponding to the source and target clusters. Given an example y in Cy, we apply a known counterfactual
generation algorithm for classification to produce a counterfactual z. To avoid classification errors, instead of using
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the cluster labels to train the classifier, in the case of the k-means clustering, we use a Logistic Regression classifier
(LR) whose decision hyperplane coincides with the linear cluster boundary defined by the cluster centers ms and
my. In the Gaussian clustering case, the cluster boundary is quadratic and we specify as our classifier, a Quadratic
Discriminant Analysis (QDA) classifier whose parameters are determined by the means, covariances and priors of the
Gaussian clusters.

For generating counterfactuals in the above classification framework, we employ two state-of-the-art algorithms,
namely DiCE (DICE) [14] and GuidedByPrototypes (PRT) [[15[]. For DICE, we use the implementation provided by
the authorg’| while for PRT, we use the implementation in Alibi Explairﬂ Their parameters determined after careful
tuning are described in the Appendix. DICE and PRT do not offer a parameter for directly adjusting plausibility as
CFCLUST does. We set ¢ = 10~°, thus finding counterfactuals very close to the cluster boundary.

We evaluate our method using two synthetic and three real datasets. Two synthetic datasets were generated using the
scikit-learn make blobsE] function: one with two features and two Gaussian clusters (2D) and one with three features
and two Gaussian clusters (3D) We have also used three well-known real datasets, Iris, Wine and Pendigits [|13].

The Iris dataset has 3 categories corresponding to three species of the Iris flower and 4 numerical features describing
morphological properties of flowers. The Wine dataset has 3 categories of wine types and 13 numerical features
describing wine chemical properties. The Pendigits dataset comprises 10 digit categories and 16 numerical features
defining the pen’s trajectory. Note that class labels were not used by the clustering algorithms and the number of
clusters was set equal to the number of classes.

7.2.2 Experimental Results

We present results for all datasets, considering both all features actionable as well as some of them immutable. For
each case we generate counterfactuals for 50 factuals randomly selected from the source cluster.

In contrast to CFCLUST, DICE and PRT do not always generate instances that belong to the target cluster. The reported
distance results concern only those factuals for which all methods generated solutions in the target cluster. In Table ]
in the Appendix, we provide the percentage of factuals for which the generated instance belongs to the target cluster.

We report the squared Euclidean distance between factual and its generated counterfactual using violin and box plots
that provide a detailed representation of the distance distributions. Fig. [5]-[0]depict distance distributions for k-means
clustering (correspondingly, the LR classifier). In all cases, our approach generates counterfactuals having the smaller
distance. This is particular evident in datasets with higher number of features. PRT produces counterfactuals with
smaller distances than those produced by DICE.

8 f 8 A 8 A
o | ] § 6 /“\ / \ g A / \
2 | A\ | ®a Gal
g P T - -~ § )
% & ) é gz £2f }
& é\ cﬁ" & Qﬁ\ <§</
5 & < N> ] N > ] N
é(}\)(’ QQ& o\o <<(J O (3(1 Q

Figure 5: k-means for 2D: (left) no immutable features, (middle)-(right) one immutable feature.

Fig. [10]-[I4]depict counterfactual distance distributions for Gaussian clustering (correspondingly, the QD A classifier).
Again, it is evident that our approach provides counterfactuals of smaller distance.

In Table [I] we provide results from t-test comparison of CFCLUST to each other method. The statistical significance
level () is set to 0.05. The symbol ‘+’ in the table indicates that CFCLUST is found superior to the compared method,
while the symbol ‘=" indicates no statistically significant difference. As the table indicates, in all but a few equal
cases corresponding to simpler low dimensional problems, the superiority of CFCLUST is statistically significant. As
dimensionality increases, optimization becomes more challenging, and our method’s superiority is more clear.

"https://github.com/interpretml/DiCE
*https://docs.seldon.io/projects/alibi/en/stable/
*https://scikit-learn.org/stable/modules/generated/sklearn.datasets.make_blobs.html
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Figure 8: k-means for Wine: (left) no immutable features, (middle) four immutable feature, (right) seven immutable

features.
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Figure 9: k-means for Pendigits: (left) no immutable features, (middle) three immutable feature, (left) six immutable

features.

Finally, we report results regarding execution time in Table 2] While our method requires less than 0.001 seconds
average time for generating a counterfactual, the other methods are significantly slower. It should also be noted that
DICE is much faster than PRT.

In summary, it is evident that the proposed CFCLUST approach provides superior solutions at negligible computation
time without requiring any parameter tuning.
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Figure 11: Gaussian clustering for 3D: (left) no immutable features, (middle) one immutable feature, (right) two
immutable features.
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Figure 12: Gaussian clustering for Iris: (left) no immutable features, (middle) one immutable feature, (right) two
immutable features.
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Figure 13: Gaussian clustering for Wine: (left) No immutable features, (middle) four immutable feature, (right) seven
immutable features.

8 Conclusions

In this work we have considered the use of counterfactuals to explain clustering solutions. At first we have presented a
general definition for counterfactuals for clustering assuming that each cluster is modeled using a probability density.
Then we considered the counterfactual generation problem for k-means and Gaussian clustering assuming squared
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Figure 14: Gaussian for Pendigits: (left) no immutable features, (middle) three immutable feature, (right) six im-

mutable features.

Table 1: Statistical significance comparison of CFCLUST to other methods using t-test.

Method PRT(LR) DICE(LR) PRT(QDA) DICE(QDA)
2D = = + +
2D Imm. Feat. 1 = = = =
2D Imm. Feat. 2 = = = =
3D + + + +
3D Imm. Feat. 2 + = + +
3D Imm. Feat. 1,3 + + = =
Iris + + + +
Iris Imm. Feat. 1 = + + +
Iris Imm. Feat. 1,2 = + + +
Wine + + + +
Wine Imm. Feat. + + + +
1,2,5,10

Wine Imm. Feat. _ _

1,2,5,10 — 13 + = = +
Pendigits + + + +
Pendigits + + + +
Pendigits Imm. Feat. + + + +
0,1,2

Pendigits Imm. Feat. + + + +
0,1,2,3,4,5

Euclidean distance among the factual and the counterfactual. Our method takes as input the factual instance y, the
target cluster, the cluster model, the feature actionability mask M and the plausibility factor € and generates the
counterfactual z through a simple computational procedure.

More specifically, in the k-means clustering case, analytical mathematical formulas are presented for computing the
optimal solution taking also into account plausibility and actionability constraints. In the Gaussian clustering case

Table 2: Average time (seconds) for generating a single counterfactual. In all cases, the CFCLUST execution time is
below 0.001 seconds.

Method PRT(LR) DICE(LR) PRT(QDA) DICE(QDA)
2D 149.43 0.04 165.32 0.04
2D Imm. Feat. 1 735.75 0.05 218.66 0.04
2D Imm. Feat. 2 183.39 0.05 218.66 0.07
3D 104.45 0.06 128.99 0.06
3D Imm. Feat. 2 499.81 0.07 259.19 0.06
3D Imm. Feat. 1,3 540.49 0.06 282.98 0.13
Iris 149.43 0.05 80.47 0.05
Iris Imm. Feat. 1 57.64 0.05 55.54 0.06
Iris Imm. Feat. 1, 2 82.08 0.08 121.83 0.07
Wine 159.97 0.11 78.49 0.11
Wine Imm. Feat.

1,2,5,10 263.57 0.12 79.83 0.12
Wine Imm. Feat.

1,2,5,10 — 13 84.61 0.04 93.69 0.08
Pendigits 97.43 0.12 78.50 0.083
genl‘h:%m Imm. Feat. 159 57 038 138.16 037
Pendigits Imm. Feat.

0,1,2,3,4,5 143.53 0.71 132.62 0.21
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(assuming full, diagonal or spherical covariances) our method requires the numerical solution of a nonlinear equation
with a single parameter only.

A distinct advantage of our method is that it uses analytical or non-iterative solutions for generating counterfactuals.
This is due to the constrained optimization problem we have defined that minimizes the Euclidean distance under linear
or quadratic equality constraints. Current counterfactual generation methods for classifiers employ iterative methods
(either very general or more specific) to solve the corresponding constrained optimization problem providing solutions
that may be suboptimal and require parameter tuning (regularization parameters, number of iterations etc). In our
experimental study, we conducted comparisons with an indirect approach where we treat the clustering problem as a
classification one (either logistic regression or quadratic discriminant analysis) and employ popular tools developed
for classification problems. The experimental comparison reveals the optimality, effectiveness and convenience of our
methodology.

Future work could focus on extending the method to account for other distance measures such as the L; norm. In this
case direct solutions cannot be obtained and iterative search methods should be employed. It would also be interesting
to investigate other cluster models such as kernel-based clustering and adapt the method to generate multiple diverse
counterfactuals for a given factual. Since our method provides fast counterfactual computation, it can be used to
efficiently generate counterfactuals for a large number of factuals. Another research direction could focus on expoiting
those counterfactuals to quantify significant properties of a clustering solution, such as cluster separability and fairness.
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Appendices

A DiCE and GuidedPrototypes
In the following, we present the optimizations functions and parameters of DICE and PRT.

A.1 DiCE parameters

In order to generate a set C' = {cy,...,cr} of counterfactuals, DICE minimizes the following objective function
assuming a classification model f, a factual = and target class y:
L
C(z) =arg min — loss( f(c;
(¢) = arg min - > yloss(f(ei), v)

=1
K
+ fl ; dist(c;, x) — Ao - dpp_diversity(cy, ..., c)

where yloss(f(c;),y) is the classification error for ¢;, dist(c;, x) is the proximity between ¢; and = and dpp_diversity
promotes variety of the generated counterfactuals. In our experiments, we use the following values determined after
fine-tuning so as to generate the maximum possible number of counterfactual in the target class: total_cfs = 1 (a
single counterfactual is required, k¥ = 1), \; = 1 (called proximity_weight), Ao = 0 (called diversity_weight) and
stopping_threshold = 0.5, indicating the minimum target class probability.

A.2 GuidedPrototypes parameters

PRT mimizes the following objective function:
L=c- Lpred + B : Ll + L2 + ’YLAE + 9Lpr0t0

where the prediction loss L,,.q enforces the counterfactual to belong to the target class, while L; and Lo denote dis-
tance norms between factual and counterfactual. The loss term L 4 g is used to keep the counterfactual in the data man-
ifold by minimizing an autoencoder reconstruction error, while L., guides counterfactuals towards the prototype of
the target class for distribution alignment. Note that in PRT the dataset should be available. The following parameters
and corresponding values of the Alibi Prototypes framework were used: 5 = 0, v = 0, max_iterations = 5000,
the kdtree option is selected and the feature_range option is used to account for immutable features. Parameter
c_init = 1.0 provides an initialization of ¢, and parameter c_steps defines the number of steps required to adjust
c during search. Parameters 6 and c_steps required manual tuning to be properly specified for each experiment for
attaining valid counterfactuals. The selected values are shown in Table[3]

A.3 Counterfactuls in the target class

In Table[d], we present the percentage of generated solutions that belong to the target class for each case.

16


https://archive.ics.uci.edu
https://archive.ics.uci.edu

Table 3: PRT parameter values used in the experiments.

Parameters c_steps(LR) 6(LR) c_steps(QDA) 6(QDA)
2D 3 1.5 3 1.5
2D Imm. Feat 1 10 1.5 10 1.5
2D Imm. Feat. 2 5 1.5 5 1.5
3D 3 50 3 1.5
3D Imm. Feat. 2 10 1.5 7 1.5
3D Imm. Feat 1,3 10 1.5 7 50
Iris 3 1.5 3 50
Iris Imm. Feat. 1 3 50 3 50
Iris Imm. Feat. 1, 2 3 50 3 50
Wine 3 1.5 3 1.5
Wine Imm. Feat.

1,2,5,10 3 1.5 3 1.5
Wine Imm. Feat.

1,2,5,10 — 13 L5 3 30
Pendigits 3 1.5 3 1.5
Pendigits Imm. Feat.

0,1,2 3 1.5 5 1.5
Pendigits Imm. Feat.

0,1,2,3,4,5 3 1.5 5 1.5

Table 4: Percentage of successfully generated counterfactuals (belonging to the target cluster).

Method PRT(LR) DICE(LR) PRT(QDA) DICE(QDA)
2D 100% 98% 100% 98%
2D Imm. Feat. 1 84% 92% 100% 98%
2D Imm. Feat. 2 60% 98% 100% 98%
3D 82% 100% 100% 100%
3D Imm. Feat. 2 100% 76% 100% 100%
3D Imm. Feat. 1, 3 60% 90% 100% 64%
Iris 100% 949 100% 100%
Iris Imm. Feat. 1 30% 100% 100% 100%
Iris Imm. Feat. 1,2 20% 100% 100% 100%
Wine 100% 100% 100% 100%
}V‘;e ;mf(‘) Feat. 100% 100% 100% 100%
Wine Imm. Feat.

12510 13 100% 100% 100% 0%
Pendigits 100% 100% 96% 100%
ge“l‘hg‘ts Tmm. Feat. 55, 100% 92% 100%
Pendigits Imm. Feat.

01,5345 100% 100% 76% 100%
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