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## Abstract

George Christodoulou, Ph.D., Department of Computer Science and Engineering, School of Engineering, University of Ioannina, Greece, 2023.
Interval Data Management in Main Memory.
Advisor: Nikos Mamoulis, Professor.

The management of intervals has been an active research area since databases were invented. A popular direction of research is the indexing and retrieval of intervals, finding a wide range of applications. Emerging and widely used systems are built dependent on temporal and uncertain data. Many algorithms and indices have been proposed, concentrated on a variety of queries. Most algorithms are either suboptimal in space consumption or perform well only for specific query types. We need novel and efficient in-memory indices for intervals, which can evaluate queries with high performance.

In statistical and probabilistic databases [3], uncertain values are often approximated by confidence intervals. Real-world examples of uncertain values include temperature values obtained from IoT devices or time-series. For such cases, it would be more appropriate to record an observation using an interval range rather than a single value. In data anonymization [4] attributes can be generalized to intervals. Stored values can be replaced with semantically consistent but less precise alternatives in the form of intervals. In this way, information from a private table, like the identity of any individual to whom the released data refer cannot be recognized. In XML data indexing techniques [5], the scope of an XML element can be modeled as an interval defined by the positions of the starting and closing tag of the element.

Intervals are representations of value ranges. Quite often, these ranges represent periods of time described as a tuple [start, end]. In a temporal database, an intervalbased data model can timestamp each tuple or attribute value with a validity time interval. Along with valid time, an interval-based model can timestamp transaction
time, which captures when a tuple is inserted and deleted from the database. We index intervals in data structures so that we can efficiently evaluate different types of queries. There are several query types over intervals, with the differentiation lying on the specifications that shape the resulting set of intervals, or the context in which we model data with an interval representation.

The topic of this dissertation is to study the problem of indexing and querying a large collection of records, based on an interval attribute that characterizes each object. We focus on the different aspects of temporal databases, as they form the most significant application of interval data. The collection can be known before indexing or evolve over time, which is common in temporal databases or streaming data. The challenge is to find solutions which, can take advantage of modern hardware such as large main memories, can handle traditional and on demand indexing of intervals, and provide high performance for a wide variety of query types and predicates. In this thesis, we study numerous problems and different scenarios which come down to indexing and querying interval data.

In the first part, we propose HINT, a novel and efficient in-memory index for large known collections of intervals, with a focus on range queries, which are a basic component of many search and analysis tasks. Our index is suitable for valid-time indexing in the context of temporal databases. HINT applies a hierarchical partitioning approach, which assigns each interval to at most two partitions per level and has controlled space requirements. We reduce the information stored at each partition to the absolutely necessary by dividing the intervals in groups, based on whether they begin inside or before the partition boundaries. In addition, our index includes storage optimization techniques for the effective handling of data sparsity and skewness.

The second problem we study, is a more general version of HINT, so that with the best trade-off in information storage, it will be able to handle queries with different predicates. Intervals may satisfy more sophisticated relations than intersections, which are based on Allen's relationships [6] (e.g., find all intervals that are covered by the query interval). The principles of HINT are useful for the retrieval of data intervals based on Allen's relationships, because the hierarchical partitioning applies independently of the query type. We show how HINT can be tuned depending on the data and can be efficiently used to process joins and queries based on Allen's relationships.

In the last part of this dissertation, we study the problem of transaction-time
indexing in the context of temporal databases, i.e., indexing versions of data in an evolving database. Given the fact that the main memories of modern commodity are large and cheap, we can afford to keep track of all versions of an evolving table in memory. This raises the question of how to index such a table effectively. We depart from the classic indexing approach, where both current (i.e., live) and past (i.e., dead) data versions are indexed in the same data structure, and propose LIT, a hybrid index, which decouples the management of the current and past states of the indexed column. LIT includes optimized indexing modules for dead and live records, which support efficient queries and updates, and gracefully combines them.

For the evaluation of our methods, we used multiple real and synthetic datasets with different characteristics so that we can safely conclude the robustness of our algorithms. The experiments showed that our algorithms are typically one order of magnitude faster than existing methods on static or evolving data collections and with multiple types of queries.
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## Chapter 1

## Introduction

### 1.1 Interval Indexing

### 1.2 Indexing Intervals for Transaction Time Temporal Databases

### 1.3 Dissertation Outline

A wide range of applications require managing large collections of intervals. In data anonymization [4], attribute values are often generalized to value ranges. XML data indexing techniques [5] encode label paths as intervals and evaluate path expressions using containment relationships between the intervals. Several computational geometry problems [7] (e.g., windowing) use interval search as a module. The internal states of window queries in Stream processors (e.g. Flink/Kafka) can be modeled and managed as intervals [8]. The most popular use of intervals is time representation in temporal databases [9, 10]; where each tuple has a validity interval, which captures the period of time that the tuple is valid in the modeled reality. Temporal data management has been studied extensively for at least four decades [ $9,11,12,13,10]$. Temporal and multi-version data management re-gained interest recently $[14,2,15,16,17,18,19,20,21,22]$, due to the increase of cheap storage that makes it possible to track the versions of a database even in the main memory of a commodity machine.

Temporal databases are a fundamental application of interval data because they are specifically designed to manage and store time-varying data. Interval representations can be used to model time in two ways [23]: valid time representations and transaction
time representations. The former captures the time during which a fact or event holds true in the reality of an application, while the latter records the time when data were recorded or modified in the database. In this dissertation, we study the indexing of interval data, with a primary focus on addressing the unique challenges that arise from different time modeling and different query types, and proposing novel solutions for effective query processing and data retrieval.

Valid time indexing is essential for applications where the validity of data items (e.g., records, attribute values) is limited to specific time intervals. (e.g., records, attribute values) is limited to specific time intervals. Among the most common and popular types of queries encountered in this domain are the range queries. These queries aim to identify intervals that overlap in any way with a specified (time) range, often employed in scenarios where historical trends, scheduling, or event detection are of high importance. The predicate of this query is denoted as G-OVERLAPS. Range queries are also known as pure timeslice/timerange queries in temporal databases [24]. Although range queries are fundamental and very popular, previous work has mainly focused on more expensive and complex queries, such as interval joins [ $25,26,27,28,10,29$ ] or temporal aggregation [30, 31, 32, 33, 34]. For efficient range queries over collections of intervals, classic data structures for managing intervals, like the interval tree [35], are typically used.

### 1.1 Interval Indexing

To tackle the challenges of interval indexing, in the first part of this dissertation, we introduce a new indexing method (HINT), a general-purpose index for intervals in a static domain and can handle valid time data. HINT efficiently answers range G-OVERLAPS queries, enabling fast retrieval of relevant intervals. Our approach leverages optimization techniques and data structures designed to handle the temporal nature of the data, enhancing query performance while keeping size efficiency. Subsequently, to validate the superiority of our method, we conduct an extensive set of experiments, comparing its performance against state-of-the-art techniques in the domain of interval data indexing.

Intervals can involve more intricate relationships than simple intersections, making it necessary to adopt advanced formalisms to capture these complex associations accu-
rately. Allen's Algebra [6], introduced by James F. Allen in 1981, is a well-established and widely used framework for characterizing relationships between intervals. This model defines a set of 13 basic interval relations, also known as Allen's predicates, that describe the possible relationships between two intervals (e.g. "before", "meets"). Recognizing the significance of these sophisticated interval relationships, the second part of this dissertation focuses on extending and fine-tuning HINT to support queries with Allen's predicates. The objective is to efficiently answer queries that involve Allen's predicates, allowing for more complex interval data analysis. By leveraging the capabilities of Allen's Algebra, the indexing approach can handle queries that go beyond basic intersections, facilitating more advanced interval data retrieval and analytics.

Contribution In the first two chapters of this dissertation, focused on static interval data, we propose a novel and general-purpose Hierarchical index for INTervals (HINT), suitable for applications that manage large collections of intervals. HINT defines a hierarchical decomposition of the domain and assigns each interval in $\mathcal{S}$ to at most two partitions per level. If the domain is relatively small and discrete, our index can evaluate G-OVERLAPS queries, requiring no comparisons at all. For the general case where the domain is large and/or continuous, we propose a version of HINT, denoted by $\operatorname{HINT}^{m}$, which limits the number of levels to $m+1$ and greatly reduces the space requirements. HINT $^{m}$ conducts comparisons only for the intervals in the first and last accessed partitions at the bottom levels of the index. Some of the unique and novel characteristics of our index include:

- The intervals in each partition are further divided into groups, based on whether they begin inside or before the partition. This division (1) cancels the need for detecting and eliminating duplicate query results, (2) reduces the data accesses to the absolutely necessary, and (3) minimizes the space needed for storing the objects into the partitions.
- As we theoretically prove, the expected number of HINT ${ }^{m}$ partitions for which comparisons are necessary is at most four. This guarantees fast retrieval times, independently of the query extent and position.
- The optimized version of our index stores the intervals in all partitions at each level sequentially and uses a dedicated array with just the ids of intervals there, as well as links between non-empty partitions at each level. These optimizations

Table 1.1: Comparison of interval indices

| Method | query cost | space | updates |
| :--- | :---: | :---: | :---: |
| Interval tree [35] | medium | low | slow |
| Timeline index [13] | medium | medium | slow |
| 1D-grid | medium | medium | fast |
| Period index [36] | medium | medium | fast |
| HINT/HINT $^{m}$ (our work) | low | low | fast |

facilitate sequential access to the query results at each level, while avoiding accessing unnecessary data.

- We propose a model for tuning the value of the parameter $m$ for HINT ${ }^{m}$. Furthermore, we include experiments which confirm the intuition behind our proposed model.
- Our experimental evaluation on real and synthetic datasets shows that our index is typically one order of magnitude faster than the competition. Table 1.1 qualitatively compares HINT to previous work.
- We show the necessary additional comparisons and accesses on HINT ${ }^{m}$ for each predicate in Allen's algebra. In addition, we show that a different version of $\mathrm{HINT}^{m}$ is directly suitable for processing queries using all Allen's predicates, while maintaining the excellent performance of $\mathrm{HINT}^{m}$ for G-OVERLAPS queries.
- We show that an index-based nested loops approach for G-OVERLAPS interval joins that uses $\mathrm{HINT}^{m}$ to index the inner join input outperforms the state-of-the-art join algorithm when the outer join input is relatively small.


### 1.2 Indexing Intervals for Transaction Time Temporal Databases

In transaction time temporal databases, the focus shifts from capturing the validity of data in the application domain to recording the time at which data were inserted or modified in the database. Unlike valid time, which represents when facts or events are true in the reality of the application, transaction time represents when these facts or events were captured or changed within the database system. Also, there is a necessity of considering both, the temporal aspect and the accompanying attributes
during query processing. Each data entry is associated with a timestamp that reflects the exact moment when the data were inserted, updated, or deleted in the database. As new data arrive or existing data are modified, the corresponding timestamps are updated to reflect these changes. When a data entry is firstly inserted the only known timestamp is the starting point of its validity interval. Among the most common encountered query types within this field are referred to as time-travel queries. These queries are categorized into two main groups: pure timeslice/timerange queries, which are the same as previously mentioned, and additionally, range timeslice/timerange queries, that also include selection predicates on the non-temporal aspect of the data as well.

As an example, consider a database table $T$, storing information about employees of a company. The table has three attributes: ID, Name, and Salary. As the database evolves over time, there are changes in the table, where records are inserted or deleted, or attribute values of existing records are updated. Figure 1.1 shows some versions of $T$, where, at time $t_{0}, T$ is initialized to include two records; at time $t_{1}$, a new record (with $\mathrm{ID}=3$ ) is inserted to $T$; at time $t_{2}$, the Salary value of record 2 is updated; and at time $t_{3}$, record 1 is deleted and record 2 is updated. The evolution of $T$ can be seen as a stream (time-sequence) of events, also shown in the figure (bottomleft). Insertions (deletions) are modeled by events of type start (end); each update (i.e., value changes) is modeled by a deletion immediately followed by an insertion. Finally, the figure (bottom-right) shows the validity intervals of the records and their values in the Salary attribute, as flat line segments. The current time is denoted by $t_{\text {now }}$. We first focus on indexing for pure time travel queries, where the objective is to retrieve the record versions that were valid at a given timepoint or timerange in the past. In our running example (Figure 1.1), such a pure timepoint query $q_{0}$ is "find all records in $T$, which were valid at time $t_{q 0}$ " and the answer records are (1, Smith, 50K) and (2, Black, 30K). Then, we study how our indexing scheme can be extended to temporally index $T$ with respect to a specific attribute $T . A$, for range time travel queries, that retrieve record versions $r$ in $T$ which were valid at a given timepoint/timerange and their r.A satisfies a range query predicate. Such a range-timepoint query $q_{1}$ is: "find all records in $T$, which were valid at time $t_{q 1}$ and have Salary at most 32 K ." Query $q_{1}$ is geometrically represented by the vertical line segment starting at time $t_{q 1}$ and retrieves the records, corresponding to the line segments intersected by vertical segment starting at $t_{q 1}$, i.e., record (2, Black, 30K). Another example is range-timerange query $q_{2}$ : "find all records in $T$, which were valid

| ID | Name | Salary |
| :--- | :--- | :--- |
| 1 | Smith | 50 K |
| 2 | Black | 30 K |

after $t_{0}$

| EventID | Time | r.ID | r.Salary | Event |
| :--- | :--- | :--- | :--- | :--- |
| 0 | $\mathrm{t}_{0}$ | 1 | 50 K | start |
| 1 | $\mathrm{t}_{0}$ | 2 | 30 K | start |
| 2 | $\mathrm{t}_{1}$ | 3 | 40 K | start |
| 3 | $\mathrm{t}_{2}$ | 2 | 30 K | end |
| 4 | $\mathrm{t}_{2}$ | 2 | 35 K | start |
| 5 | $\mathrm{t}_{3}$ | 1 | 50 K | end |
| 6 | $\mathrm{t}_{3}$ | 3 | 40 K | end |
| 7 | $\mathrm{t}_{3}$ | 3 | 45 K | start |

Events sequence

| ID | Name | Salary |
| :--- | :--- | :--- |
| 1 | Smith | 50 K |
| 2 | Black | 35 K |
| 3 | James | 40 K |

after $t_{2}$


Geometric representation

Figure 1.1: Example of a time-evolving table
anytime between $t_{q 2 . s}$ and $t_{q 2 . e}$ and have Salary between 25 K and $43 \mathrm{~K}, "$ modeled by the rectangle in Figure 1.1. Again, the query results are the segments that intersect the rectangle, namely ( 2 , Black, 30 K ) valid in $\left[t_{0}, t_{2}\right)$, (2, Black, 35 K ) valid in $\left[t_{2}, t_{\text {now }}\right)$, and (3, James, 40K) valid in $\left[t_{1}, t_{3}\right.$ ). Note that it is important to find the records and their validity intervals in order to be able to distinguish between results corresponding to different versions of the same record/entity (e.g., Black in the results of $q_{2}$ ).

To address transaction time indexing, in the third (and last) part of this dissertation, we propose a novel indexing solution tailored to fit the specifications of the transaction time aspect of temporal databases. Our approach uses advanced data structures and indexing techniques that facilitate fast retrieval while efficiently considering both temporal information and the associated attributes. By combining temporal and attribute-based querying, our index forms a complete solution, useful in various application domains.

Contribution We aim at the efficient support of updates in a continuously evolving database, and target a much better performance in queries compared to the state-of-the-art access methods for time-evolving data.

- We propose a LIT, a hybrid index, which indexes live records (i.e., those which
valid at $t_{\text {now }}$ ), like ( 2 , Black, 35 K ), by a different data structure compared to dead records (i.e., those not currently valid), like (2, Black, 30K). Specifically, LIT includes a LiveIndex for the live records; LiveIndex only needs to index the begin time of the validity of each live record. For dead records we use a DeadIndex, which includes their validity intervals with both starting and ending timepoints. When a temporal record is created, it is added to LiveIndex; when the record dies (i.e., deleted from the temporal table $T$, or updated), it is deleted from LiveIndex and added to the DeadIndex. Given these operations, LiveIndex supports fast temporal appends (i.e., add a new live record at the "temporal" end of the index) and deletions, whereas DeadIndex needs only to support insertions (anywhere in the time domain up to $t_{\text {now }}$ ), but no deletions (since past data versions are never deleted from a temporal DB). Both LiveIndex and DeadIndex gracefully adapt to the ever-evolving time domain.
- We implement, tune and test the best implementations of LiveIndex and DeadIndex and compare LIT with in-memory versions of the state-of-the-art temporal and multi-version indices [37, 13] on mixed workloads of queries and version updates, showing that LIT is orders of magnitude faster.


### 1.3 Dissertation Outline

The rest of this dissertation is organized as follows. In Chapter 2, we describe the necessary background and useful definitions for our work. In Chapter 3, we review related work and present in detail the characteristics and weaknesses of existing methods.

In Chapter 4, we present HINT and its generalized HINT $^{m}$ version, and analyze their complexity. We focus primarily on the G-OVERLAPS relationship and optimizations that boost the performance of $\mathrm{HINT}^{m}$. Then we focus on executing interval joins with HINT. Last, we present our experimental analysis on real and synthetic data against the state-of-the-art.

In Chapter 5 we discuss necessary changes to HINT $^{m}$ for efficiently evaluating selection queries under the Allen's algebra relationships, and evaluate our method experimentally.

In Chapter 6, we present LIT, our proposal for pure time-travel queries on
transaction-time databases and its extension so that it can index an attribute $A$ of the records besides their temporal validity intervals, in order to support range timetravel queries. We conclude this chapter with a discussion about the integration of our main-memory LIT in a DMBS that should support persistence and fault-tolerance (recovery) and our experimental analysis. In conclusion, Chapter 7 summarizes the contributions of this dissertation and provides a discussion about future work.

## Chapter 2

## Background and Definitions

In this chapter, we present the background and definitions that form the basis of our research. We will take a closer look at the context that has shaped our study's foundation. By clarifying key terminologies and concepts, we aim to provide a better understanding of the ideas we are going to explore through the rest of this dissertation. These insights will serve as a solid platform for our analysis on interval data management.

In mathematics, an interval is a fundamental concept used to describe a continuous range of numbers. There are various types of intervals, each with its own formal definition. Here are the basic interval formal definitions:

Closed Interval A closed interval is a set of real numbers that includes both its endpoints. It is denoted by $[a, b]$, where $a$ and $b$ are the two endpoints of the interval, and all numbers between $a$ and $b$ including $a$ and $b$ themselves, belong to the interval.

Open Interval An open interval is a set of real numbers that includes all the numbers between its endpoints but excludes the endpoints themselves. It is denoted by $(a, b)$, where " a " and " b " are the two endpoints, and all numbers between $a$ and $b$ (excluding $a$ and $b$ ) belong to the interval.

Half-Open or Half-Closed Interval A half-open interval is a set of real numbers that includes one endpoint and excludes the other. There are two types of half-open intervals:
a. Right Half-Open Interval: Denoted by $[a, b)$, it includes $a$ and all numbers between $a$ and $b$ (excluding $b$ ).
b. Left Half-Open Interval: Denoted by $(a, b]$, it includes $b$ and all numbers between $a$ and $b$ (excluding $a$ ).

Infinite Interval An interval can also be infinite when one or both of its endpoints are not defined (positive or negative infinity). Denoted by $(-\infty, \infty)$, it includes all real numbers.

In our setting, without loss of generality, we assume that the validity interval of a record is closed at both ends. Intervals are indexed by data structures in order to efficiently evaluate different types of queries. There are several query types over intervals, so different data structures may be needed for their efficient evaluation. We model our problem as indexing a large collection $\mathcal{S}$ of objects (or records), based on an interval attribute that characterizes each object. Hence, we model each object $s \in \mathcal{S}$ as a triple $\langle$ s.id, s.st, s.end $\rangle$, where s.id is the object's identifier (which can be used to access any other attribute of the object), and [s.st, s.end] is the interval associated to $s$. These query types can be described by the following definitions:

Stabbing queries (or pure timeslice queries in the context of temporal databases) ask for the intervals in the database (or the objects associated with them), which include a query value $x$. For example, interval $[6,9]$ is a result for the query value $x=7$. (Note that the predicate can be considered as G-OVERLAPS)

Interval range queries (or pure timerange queries in the context of temporal databases) retrieve intervals in a collection of intervals, which overlap (i.e., have at least one common value) with a given query interval $x$. For example, interval [6, 9] is a result for an interval range query with $x=[3,7]$. (Note that the predicate can be considered as G-OVERLAPS)

Relationship G-OVERLAPS A G-OVERLAPS selection retrieves all intervals intersecting query $q$ in any way.

Relationship EQUALS. An EQUALS selection retrieves all input intervals identical to query $q$, i.e., with $q . e n d=s . e n d$ and $q . s t=s . s t$.

Relationship STARTS. According to Allen's algebra, a STARTS selection query reports all intervals that start where $q$ does, i.e., with $q . s t=s . s t$, but outlive its end, i.e., with q.end $<$ s.end.

Relationship STARTED_BY. As an inverse to STARTS, a STARTED_BY selection retrieves all intervals that again start at q.st but end before q.end.

Relationship FINISHES. This selection query returns all intervals that end exactly where query $q$ does, i.e., with $q$.end $=$ s.end, but start before $q$, i.e., with $q$.st $>$ s.st.

Relationship FINISHED_BY. A FINISHED_BY selection inverses the second condition of FINISHES, retrieving intervals with $q$.end $=$ s.end and $q$.st $<$ s.st.

Relationship MEETS. This selection query returns all intervals that start at q.end.
Relationship MET_BY. This selection query returns all intervals that end at q.st.
Relationship OVERLAPS. An OVERLAPS selection retrieves all non-disjoint intervals to query $q$, which start after $q$.st and end after q.end.

Relationship OVERLAPPED_BY. As inverse to OVERLAPS, the OVERLAPPED_BY selection retrieves all non-disjoint intervals to $q$ that start before $q$.st and end before q.end.

Relationship CONTAINS. This selection query returns all intervals, fully contained inside the query interval $q$, i.e., with $q . s t<$ s.st $\wedge$ q.end $>$ s.end.

Relationship CONTAINED_BY. This selection retrieves all intervals that fully contain $q$, i.e., with $q$.st $>$ s.st $\wedge$ q.end $<$ s.end.

Relationship BEFORE. A BEFORE selection retrieves all intervals that start after $q$.
Relationship AFTER. An AFTER selection retrieves all intervals that end before $q$.
In a data modeling context, there are distinct time dimensions that can be considered to represent temporal aspects of the modeled reality and database records. These time dimensions are "valid time" and "transaction time", and they serve different purposes in capturing time-varying states and maintaining data in a database.

Valid Time (or Application Time) refers to the time during which a fact is true in the modeled reality. It represents the temporal validity of the information being stored in the database. For example, if we consider the fact "George was hired from September 1, 2010, to March 30, 2012", the valid time is the period between these dates when George's hiring status is considered valid. Furthermore, valid time is supplied by the application and exists independently of whether the fact is recorded in a database or not. Also, facts in the data model have valid time by definition. Valid time can be bounded (limited within specific time intervals) or unbounded (continuing indefinitely).

Transaction Time (or System Time) represents the time when a fact is present or current in the database as stored data. It captures the temporal aspect of the database's
changing state over time. In the same example, "George was hired from September 1, 2010, to March 30, 2012", although the transaction time is the period between when this hiring information was inserted into the database (e.g., September 5, 2010) and when it was deleted (e.g., April 2, 2012). The transaction time aspect is supplied automatically by the DBMS. It has a duration from the insertion of a fact to its deletion, allowing for multiple insertions and deletions of the same fact. Deletions in transaction time are logical, meaning the fact remains in the database but is no longer part of the database's current state. When a new fact is inserted into the database, it becomes part of the current state of the database, and it is associated with a specific transaction time that marks the moment of insertion. This fact is now a version of the data, representing the state of the database at that particular transaction time.

The activities in transaction time databases generate multiple versions of a fact or record as it evolves over time. This organic versioning occurs due to the nature of how data is inserted, updated, and deleted in the database, capturing the changes in the database's state at different points in time. As time progresses, the data in the database may change. When a fact is deleted from the database, it remains logically present, but it is no longer part of the current state. Instead, the deleted fact becomes a historical version of the data. The version of the fact is associated with the transaction time of deletion, effectively marking the end of its validity as part of the current database state.

Pure timeslice/timerange query Given a query time point $q . t$ or query time interval [q.tstart, q.tend], retrieve the records in all versions of $T$ which were valid at $q . t$ or some time during [q.tstart, q.tend], respectively, together with their validity intervals.

Range timeslice/timerange query Given a query time point $q . t$ or query time interval [q.tstart, q.tend], an attribute $A$ of $T$, and a range [q.Astart, q.Aend], retrieve the records $r$ in all versions of $T$ which (1) were valid at $q$.time or some time during [q.start, q.end], respectively, and (2) satisfy $q$. Astart $\leq r . A \leq q . A e n d$ together with their validity intervals.

## Chapter 3

## Related Work

### 3.1 Valid-time indexing

### 3.2 Transaction-time indexing

### 3.3 Other related work

In this chapter, we review related work on the queries that are relevant with our work and developed under the specifications of (1) indexing valid time and (2) indexing transaction time; we also briefly present other recent work on temporal data management.

### 3.1 Valid-time indexing

Valid-time temporal databases store record versions which are valid during a welldefined time interval [38]. This interval could refer to the past, the future, or may start at some time in the past and finish in the future (for example, an activated credit card which expires at some time in the future). The order by which records in a valid-time database are inserted, deleted, or updated is not necessarily related to the validity time of the records.

Managing valid-time records for the evaluation of time-travel queries can then be considered as a case of indexing intervals (i.e., one-dimensional ranges), which is a well-studied problem with lots of previous work [35, 39, 7, 36, 40].

Given a set of $S$ of data intervals, the segment tree [7] sorts the distinct end-points of all data intervals and creates a binary search tree for them. Each leaf $v$ corresponds to an elementary interval $\operatorname{Int}(v)$ defined by two consecutive distinct end-points in $S$. Each non-leaf node interval $\operatorname{Int}(v)$ corresponds to the union of elementary intervals in the subtree rooted at $v$. Each data interval $s \in S$ is assigned to nodes, such that node $v$ includes $s$ iff $s$ covers $\operatorname{Int}(v)$, but $s$ does not cover the interval of $v$ 's parent. Hence, each data interval is assigned to $\log n$ nodes and the segment tree requires $O(n \log n)$ space. Given a query point $q$, the tree traverses the path of nodes whose intervals include $q$ and reports all intervals in them (in $O(\log n+K)$ time).

The interval tree [35] defines a center point $c$, such that the data intervals strictly before $c$ are approximately as many as those strictly after $c$. Then, $c$ becomes the root of the tree and all data intervals that include $c$ are stored at the root. The left and right subtrees of $c$ are defined recursively. The intervals assigned to each node are sorted based on their begin and based on their end-points (i.e., two sorted lists are defined). Hence, the space complexity of the tree is $O(n)$. Given a point query $q$, if $q \leq c$, then the intervals in the begin-list of root $c$ are accessed and reported until an $s$ with s.begin $>c$ is found; the left subtree is then searched recursively. If $q>c$, then the intervals in the end-list of $c$ are accessed in reverse order and reported until an $s$ with $s . e n d<c$ is found; the left subtree is then searched recursively. Since at most one non-result interval is accessed per node, the time complexity is $O(\log n+K)$. The tree can also be used to answer range queries at the same complexity. For example, Figure 3.1 shows a set of 14 intervals $s_{1}, \ldots, s_{14}$, which are assigned to 7 interval tree nodes and a query interval $q=[q . s t, q, e n d]$. The domain point $c$ corresponding to the tree's root is contained in the query interval, hence all intervals in the root are reported and both the left and right children of the root have to be visited recursively. Since the left child's point $c_{L}$ is before $q . s t$, we access the END list from the end and report results until we find an interval $s$ for which $s . e n d<q . s t$; then we access recursively the right child of $c_{L}$. This process is repeated symmetrically for the root's right child $c_{R}$.

A disk-based version of the interval tree was proposed in [39]. In [39] the goal is to manage efficiently intervals using a relational representation in a relational database management system (RDBMS). The authors aim to use built-in composite indices provided by the RDBMS for lower space complexity. The proposed data structure is three-fold. The primary structure is not materialized physically. Instead, the other


Figure 3.1: Example of an interval tree
two parts of the structure are used to store information for the intervals. The second part of the structure contains a list of lower bounds $(L(W))$ for intervals registered at each node $w$. This information is represented using the relation (node, lower) in the RDBMS, where node is the identifier and lower is the lower bound of the interval associated with that node. The third part of the structure is linked to the second part and contains the upper bounds in the same way. So, The RDBMS efficiently organizes the two relations (node, lower) and (node, upper) using built-in composite indices (e.g., B+-tree). These indices ensure efficient querying and retrieval of interval data. The resulting relational schema and the composite indices yield a space complexity of $O(n / b)$ for $n$ intervals, where $b$ represents the branching factor of the tree. The technique can be implemented using SQL Data Definition Language (DDL) statements to create the necessary relations and indices in the RDBMS.

A simple and practical data structure for intervals is a $1 D$-grid, which divides the domain into $p$ partitions $P_{1}, P_{2}, \ldots, P_{p}$. The partitions are pairwise disjoint in terms of their interval span and collectively cover the entire data domain $D$. Each interval is assigned to all partitions that it overlaps with. Figure 3.2 shows 5 intervals assigned to $p=4$ partitions; $s_{1}$ goes to $P_{1}$ only, while $s_{5}$ goes to all four partitions. Given a query $q$, the results can be obtained by accessing each partition $P_{i}$ that overlaps with $q$. For each $P_{i}$ which is contained in $q$ (i.e., $q . s t \leq P_{i} . s t \wedge P_{i}$. end $\leq q . e n d$ ), all intervals in $P_{i}$ are guaranteed to overlap with $q$. For each $P_{i}$, which overlaps with $q$, but is not contained in $q$, we should compare each $s_{i} \in P_{i}$ with $q$ to determine whether $s_{i}$ is a query result. If the interval of a query $q$ overlaps with multiple partitions,


Figure 3.2: Example of a 1D-grid
duplicate results may be produced. An efficient approach for handling duplicates is the reference value method [41], which was originally proposed for rectangles but can be directly applied for 1D intervals. For each interval $s$ found to overlap with $q$ in a partition $P_{i}$, we compute $v=\max \{s . s t, q . s t\}$ as the reference value and report $s$ only if $v \in\left[P_{i} . s t, P_{i} . e n d\right]$. Since $v$ is unique, $s$ is reported only in one partition. In Figure 3.2, interval $s_{4}$ is reported only in $P_{2}$ which contains value $\max \left\{s_{4} . s t, q . s t\right\}$.

The 1D-grid has two drawbacks. First, the duplicate results should be computed and checked before being eliminated by the reference value. Second, if the collection contains many long intervals, the index may grow large in size due to excessive replication which increases the number of duplicate results to be eliminated. In contrast, 1D-grid supports fast updates as the partitions are stored independently with no need to organize the intervals in them.

Duplicate results can be avoided using the reference point technique [41] or after dividing the data in each partition to classes based on whether they begin inside or before the partition [42]. Data structures for multi-dimensional boxes, such as the R-tree [43, 44], can also be used for 1D intervals. For example, a simple and dynamic data structure for intervals is the 1D-grid, which divides the space into a number of partitions, either uniformly or adaptively to the interval distribution. Each interval is then assigned to all partitions that overlap with it. A point (or range) query $q$ is evaluated by accessing the partition(s) intersecting $q$ and reporting the intervals there after conducting comparisons as necessary.

A data structure which considers both the values and the durations of the intervals is the period index [36]. The period index is a self-adaptive structure based on domain partitioning, specialized for G-OVERLAPS and duration queries. The time domain is split into coarse partitions as in a 1D-grid and then each partition is divided hierarchically, in order to organize the intervals assigned to the partition based on their positions and durations. Figure 3.3 shows a set of intervals and how they are partitioned in a period index. There are two primary partitions $P_{1}$ and $P_{2}$ and each of them is divided


Figure 3.3: Example of a period index
hierarchically to three levels. Each level corresponds to a duration length and each interval is assigned to the level corresponding to its duration. The top level stores intervals shorter than the length of a division there, the second level stores longer intervals but shorter than a division there, and so on. Hence, each interval is assigned to at most two divisions, except for intervals which are assigned to the bottom-most level, which can go to an arbitrary number of divisions. During query evaluation, only the divisions that overlap with the query interval are accessed; if the query carries a duration predicate, the divisions that are shorter than the query duration are skipped. For G-OVERLAPS queries, the period index performs in par with the interval tree and the 1D-grid [36], so we also compare against this index in Section 4.3.

An alternative indexing approach is to map intervals to 2D points and then index them by an off-the-shelf spatial data structure [45, 7]. Specifically, each data interval $s=[s . s t, s . e n d)$ is mapped to point (s.st, s.end) in the $D \times D$ space, where $D$ is the domain of the interval endpoints. Figure 3.4 shows a number of intervals as points in this 2D space. Since s.st < s.end for each interval $s$, the points are all above the diagonal connecting points $(0,0)$ and $(D, D)$. Each point or range query becomes a rectangular range query in the 2 D space, having x - and y -projections [0,q.end] and $[q$-start, $D]$, respectively, as shown by the shaded rectangle in Figure 3.4. This approach has been used in previous work on managing text document versions [1] and temporal data [2].

Besides, recent research on indexing intervals does not address basic queries such as stabbing or range queries, but more demanding operations such as temporal aggregation [30, 32, 13] and interval joins [25, 26, 27, 28, 29, 46, 47].

Piatov et al. [34] present a collection of plane-sweeping algorithms to extend the timeline index with other forms of temporal aggregation, such as aggregation over fixed intervals, sliding window aggregates, and MIN/MAX aggregates. They apply their methods on the Endpoint Index. The idea behind the Endpoint index is that
intervals can be mapped onto one-dimensional endpoints or events.
The lazy endpoint-based interval join algorithm by Piatov et al. [26] is based on the Endpoint Index as well. An in-memory hash map manages the active tuples, which is optimized for sequential reads of the entire map. However, in order to reduce the number of scans on the active tuple map, they pre-allocate the space for the active tuples. When an active tuple is removed from the list, the last inserted active tuple takes its place. This requires the unrealistic assumption that all tuples must be equal-sized.

Furthermore, Bouros and Mamoulis [27] proposed a forward-scan based plane sweep algorithm for temporal joins. They group consecutively sweeped intervals such that join results can be produced in batches in order to avoid redundant comparisons. They also extend the grouping with a bucket index to further reduce the number of comparisons. This work was extended for interval band joins and semi-joins evaluation [48], [49]. More optimization techniques were proposed in [28].

Deficiencies of interval indices. Most interval indexing methods share a weakness: the domain of the interval endpoints should be known apriori. If the data domain grows (i.e., as in a temporal database), the partitions have to potentially be updated to cover the new part of the domain and it might be necessary to change the assignments of data intervals to partitions to maintain the good properties of the index. On the other hand, the 2D point transformation approach [1] does not have this problem as a 2 D spatial index such as the R-tree can adapt to a growing domain. Still, the query regions are relatively large and touch a large part of the 2D space, most of which is sparsely populated. More importantly, all methods discussed in this section are not appropriate for indexing live data versions in temporal databases, whose end is unknown (i.e., equal to the ever-changing $t_{\text {now }}$ ). Finally, data structures for intervals are not designed for indexing another attribute at the same time; i.e., they are not appropriate for the range time-travel queries discussed in the Chapter 1.

### 3.2 Transaction-time indexing

Transaction-time databases [50] manage the evolution history of a database. In Chapter 1, we gave an example of such a database containing a table $T$ with employees records. Indexing transaction-time DBs is more challenging than valid-time DBs,


Figure 3.4: 2D mapping [1, 2]
since there are live records which are valid now, but we do not know their end-time. These records comprise the current database state and may be changed or deleted in the future, but we are not aware of the exact time for this. On the other hand, dead records belong to past states for which we do know their end-time. Records ( 2 , Black, 30K) and (2, Black, 35K) in Figure 1.1 are examples of dead and live records, having validity $\left[t_{0}, t_{2}\right)$ and $\left[t_{2}, t_{\text {now }}\right)$, respectively. In fact, these two records correspond to versions of the same record (employee Black). Versions of the same record cannot temporally overlap.

Previous work on temporally indexing an evolving DB table extend current-state indices to support search on all table versions. These indices do not only support pure time travel queries, but also range time travel queries based on a search-key attribute $A$ (i.e., from all records $r$ which were valid at some timestamp or period in the past retrieve those for which $v_{1} \leq A \leq v_{2}$ ). To support such queries, they index simultaneously the temporal versions of the records and their values on the search key attribute $A$. These methods focus on minimizing disk I/O during search; their main-memory versions are relatively slow in search and updates compared to the interval indices reviewed in Sec. 3.1.

A more recent index for transaction-time DBs implemented in SAP HANA is the Timeline index [13], which builds upon the Time index [51] and supports very fast updates. The timeline index [13] is a general-purpose access method for temporal (versioned) data, implemented in SAP-HANA. It keeps the endpoints of all intervals in an event list, which is a table of $\langle$ time, id, isStart $\rangle$ triples, where time is the value of the start or end point of the interval, $i d$ is the identifier of the interval, and isStart 1 or 0 , depending on whether time corresponds to the start or end of the interval, respectively. The event list is sorted primarily by time and secondarily by isStart (descending). In addition, at certain timestamps, called checkpoints, the entire set of

(a) set of intervals

Checkpoint Index
Event List

| checkpt | intervals | ptr |
| ---: | ---: | ---: |
| $c_{1}$ | $\left\{s_{3}\right\}$ |  |
| $c_{2}$ | $\left\{s_{1}, s_{3}, s_{5}\right\}$ |  |
| $\ldots$ | $\ldots$ | $\ldots$ |
|  |  |  |$\quad$| time | id | isStart |
| ---: | ---: | ---: |
| $t_{1}$ | $s_{3}$ | 1 |
| $t_{2}$ | $s_{1}$ | 1 |
| $t_{3}$ | $s_{5}$ | 1 |
| $t_{4}$ | $s_{1}$ | 0 |
| $t_{5}$ | $s_{2}$ | 1 |
| $\ldots$ | $\ldots$ | $\ldots$ |

(b) timeline index

Figure 3.5: Example of a timeline index
active object-ids is materialized, that is the intervals that contain the checkpoint. For each checkpoint, there is a link to the first triple in the event list for which isStart=0 and time is greater than or equal to the checkpoint, Figure $3.5(\mathrm{a})$ shows a set of five intervals $s_{1}, \ldots, s_{5}$ and Figure 3.5(b) exemplifies a timeline index for them.

To evaluate a time-travel query, we first need to find the largest checkpoint which is smaller than or equal to $q$.st (e.g., $c_{2}$ in Figure 3.5) and initialize $R$ as the active interval set at the checkpoint (e.g., $R=\left\{s_{1}, s_{3}, s_{5}\right\}$ ). Then, we scan the event list from the position pointed by the checkpoint, until the first triple for which time $\geq$ q.st, and update $R$ by inserting to it intervals corresponding to an $i s S t a r t=1$ event and deleting the ones corresponding to a $i s S t a r t=0$ triple (e.g., $R$ becomes $\left\{s_{3}, s_{5}\right\}$ ). When we reach q.st, all intervals in $R$ are guaranteed query results and they are reported. We continue scanning the event list until the first triple after q.end and we add to the result the ids of all intervals corresponding to triples with isStart $=1$ (e.g., $s_{2}$ and $s_{4}$ ).

The timeline index accesses more data and performs more comparisons than necessary, during query evaluation. The index also requires a lot of extra space to store the active sets of the checkpoints. Finally, ad-hoc updates are expensive because the
event list should be kept sorted.
Timeline index is a part of an important direction of work in temporal DBs, which are general methods to model and organize temporal data. Salzberg et al.'s survey [24] sheds light on the typical access patterns, oriented towards different query types, which play a crucial role in handling temporal data efficiently. These patterns aid in understanding how various index structures support these fundamental operations.

The time-split B-tree (TSB-tree) $[52,53]$ optimizes the storage of data on erasable media like magnetic disks while migrating older data to another disk, which could be magnetic or optical. The TSB-tree partitions data in nodes based on both transaction time and attribute, while also separating current records from historical ones.

When a data page becomes full and contains fewer than a certain threshold of distinct alive entries, the TSB-tree performs a split based on transaction time only. This allows for more flexibility in choosing the split time, which can be the "time of last update" rather than just the current time. This automatic migration of older versions of records to a separate historical database ensures efficient management of historical data without manual intervention.

This approach differs from vacuuming in systems like POSTGRES [54], which requires a separate background process to find and remove dead records. Additionally, the TSB-tree's time splitting contrasts with methods that reserve optical pages for immovable pages and maintain two addresses (magnetic and optical) for searching contents.

During time splitting in the TSB-tree, the current page retains its existing contents, while historical records are sequentially written to the optical disk. The new optical disk address and the time of the split are recorded in the parent node of the TSBtree. The process only affects the node being split, the newly allocated node, and the parent node (with occasional further splitting of a full parent). Regardless of whether the new node is stored on an optical disk or not, a split is necessary since the node is full and is receiving new data.

In [55], the authors describe how to convert an ephemeral B+-tree (where only the new values are retained) into one where none of the old values of the B+- tree are lost due to incoming updates. This is achieved by maintaining different versions of the B+-tree such that when a version of the B+-tree is updated, it gives rise to a new version of the B+-tree. Such a structure is referred to as fully persistent, because all the versions can be accessed or updated.

Full-persistence is achieved by capturing the changes made to a node in the B+tree at the node itself without throwing away any of the old values. As updates come in, information at a node grows, and hence the nodes are referred to as fat nodes. A fat node in a fully-persistent B+-tree consists of a list with ordered pairs of a version identifier and a pointer to an index block. Whenever a fat node is to be updated, a new entry is made in its version block and a new index block pointed to by this entry holds the updated information. Note that in order to be space efficient, a new version of the B+-tree holds only the incremental changes. The versions are in partial order which is maintained in a DAG called a version graph. A version graph is maintained in conjunction with the versioned $\mathrm{B}+$-tree data structure where an edge from node $i$ to node $j$ exists if version $j$ is obtained by updating version $i$.

The MVBT (Multi-Version B-Tree) [37] introduces efficient support for updates. Efficiently supporting updates involves node consolidation, a process that helps manage space utilization effectively.

One significant feature of the MVBT is its use of node-copying, a concept proposed by Driscoll et al. [56]. Node-copying allows for more efficient handling of data updates. The MVBT also prevents thrashing, which is an important consideration to maintain the tree's stability and performance. Similar to the persistent B-tree, the MVBT utilizes a root structure. When the root performs a time-split, the sibling node becomes the new root, and a new entry is added to the root, pointing to this new root. If the root does a time-and-attribute split, the resulting tree gains an additional level. Furthermore, if a child of the root becomes sparse and merges with its only sibling, the newly merged node becomes the root of a new tree. When a data node becomes full, a copy is made of all the "alive" records at the time the version makes the update that causes the overflow. If the number of distinct records in the copy exceeds a certain threshold, the copy is split into two nodes based on the attributes.

The MVBT takes a different approach from the persistent B-tree and does not create fat nodes. Instead, during a split, they post information about the split to the parent of the overflowing data node, which leads to the creation of new index entries in the parent node to describe the split. If the split produces only one new data node, the attribute used as the lower limit for the overflowing child is copied to a new index entry. The old child pointer is then updated with the time of the copy as its end time, while the new child pointer gets the split time as its start time. If the split results in two new children, they both have the same start time, but one contains the attribute
of the overflowing child, and the other holds the attribute used for the attribute split.
As highlighted, most of the existing index structures were originally developed in the mid-to-late '90s with a primary focus on optimizing hard-disk efficiency. Back then, minimizing the number of I/O operations for updates and queries was paramount due to the limitations of hard-disk access speeds. Consequently, tree indices over intervals or versions were commonly employed, complemented by diverse clustering strategies for time and attribute values, as well as partial replication to enhance overall efficiency.

Despite some proposals, like the MVBT [37], showcasing asymptotically optimal I/O behavior for specific temporal queries based on their well-defined objectives, it is important to recognize that the landscape of data storage and processing has evolved significantly since the '90s. Today, the predominant shift towards main-memory settings has introduced new tradeoffs between access time, transfer speeds, and CPU cost. As a result, the performance of these traditional index structures might not be fully optimized in modern, memory-driven architectures.

Considering the previous work, further research is required to adapt and refine existing index structures to suit the challenges and opportunities of main-memory environments. Exploring innovative ways to leverage parallelization and distribution techniques could lead to enhanced efficiency and improved performance. By enriching the study of temporal data organization with new methodologies and insights, more effective and scalable solutions can be created that align with the current data management landscape.

### 3.3 Other related work

Recent work in temporal databases studies the efficient evaluation of other queries, besides time-travel selections. Temporal aggregation [30, 31, 32, 33, 34] computes aggregates of valid record versions (e.g., total project funding) during a query time period (e.g., from 3-23-2021 to 5-15-2023); the output is one value for each time interval in the query period where the aggregate does not change. Temporal top- $k$ queries $[1,16]$ are a special case of temporal aggregation. A temporal join [27, 15, 57, 21] finds pairs of record versions (in two different tables) whose validities temporally overlap and they agree on the join key attribute.

In the Overlap Interval Partitioning (OIP) approach [25], the authors divide the time domain into equal-sized granules, create partitions with increasing length that span the entire time domain, and insert each tuple into the shortest partition into which the tuple fits. The join is computed by identifying for each outer partition the overlapping inner partitions which is very efficient. Although, a nested-loop is used for joining the partitions with overlapping tuples.

Another partitioning based approach is the Disjoint Interval Partitioning (DIP) [29]. The main idea behind DIP is to divide each of the two input relations into partitions, such that each partition contains only disjoint intervals. In that way, every partition of one input can be joined with all of the other without backtracking since intervals in the same partition do not overlap. These approaches focus on reducing the search space within a temporal join. Historical what-if queries compute the effect that a change in a historical record value would have to the evolution of the database [20].

Other recent related work includes the definition of new temporal semantics [14], system optimizations in the implementation of temporal and multi-version databases [2, 17, 19], temporal database benchmarking [18], and novel temporal integrity constraints [22]. Furthermore, Gutierrez et al. [58] presented a framework to incorporate temporal reasoning into RDF. Bereta et al. [59] implemented valid time component of stRDF and stSPARQL in Strabon. Telos [60], a knowledge representation language, explicitly represents time, which can be crucial for modeling temporal aspects of information systems, such as scheduling and event sequencing.

Major DBMS providers include temporal capabilities into their database management systems. IBM DB2 [61] supports both valid time (referred to as business time) and transaction time (referred to as system time) tables. Queries can target both aspects of the time. Teradata [62] and Oracle DBMS [63] have integrated temporal features with special data types (e.g. PERIOD) and functions. Additionally, they have added functionality for managing both valid time and transaction time. Originally, PostgreSQL [64] introduced an external module that brought in a PERIOD data type for intervals, along with Boolean predicates and functions. Later, the functionality was integrated into the core of PostgreSQL [65], focusing on range types, designed to represent generic intervals, including associated predicates, functions, and indices. For example, GiST (Generalized Search Tree) is an extensible index which supports querying range types.

## Chapter 4

## Indexing Intervals

### 4.1 HINT

### 4.2 Optimizing HINT $^{m}$

### 4.3 Experimental Analysis

### 4.4 Conclusions

In this chapter, we propose a novel and general-purpose Hierarchical index for INTervals (HINT), which is not suitable just for valid-time data in temporal databases, but for any applications that manage large collections of intervals.

Outline The rest of the chapter is organized as follows. In Section 4.1, we present HINT and its generalized HINT ${ }^{m}$ version and analyze their complexity. Optimizations that boost the performance of $\mathrm{HINT}^{m}$ are presented in Section 4.2. We evaluate the performance of HINT ${ }^{m}$ experimentally in Section 4.3 on real and synthetic data and compare it to the state-of-the-art. Finally, Section 4.4 concludes the chapter.

### 4.1 HINT

In this section, we propose the Hierarchical index for INTervals or HINT, which defines a hierarchical domain decomposition and assigns each interval to at most two partitions per level. The primary goal of the index is to minimize the number of

Table 4.1: Table of notation

| notation | description |
| :--- | :--- |
| s.id, s.st, s.end | identifier, start, end point of interval $s$ |
| $q=[q . s t$, q.end $]$ | query interval |
| prefix $(k, x)$ | $k$-bit prefix of integer $x$ |
| $P_{\ell, i}$ | $i$-th partition at level $\ell$ of HINT/HINT ${ }^{m}$ |
| $P_{\ell, f}\left(P_{\ell, l}\right)$ | first (last) partition at level $\ell$ overlapping with $q$ |
| $P_{\ell, i}^{O}\left(P_{\ell, i}^{R}\right)$ | sub-partition of $P_{\ell, i}$ with originals (replicas) |
| $P_{\ell, i}^{O_{i n}}\left(P_{\ell, i}^{O_{a f t}}\right)$ | intervals in $P_{\ell, i}^{O} i$ ending inside (after) $P_{\ell, i}$ |
| $P_{\ell, i}^{R_{i n}}\left(P_{\ell, i}^{R_{a f t}}\right)$ | intervals in $P_{\ell, i}^{R} i$ ending inside (after) $P_{\ell, i}$ |

comparisons during query evaluation, while keeping the space requirements relatively low, even when there are long intervals in the collection. HINT applies a smart division of intervals in each partition into two groups, which avoids the production and handling of duplicate query results and minimizes the number of accessed intervals. In Section 4.1.1, we present a version of HINT, which avoids comparisons overall during query evaluation, but it is not always applicable and may have high space requirements. Section 4.1.2 presents HINT ${ }^{m}$, the general version of our index, used for intervals in arbitrary domains. Last, Section 4.1.3 describes our analytical model for setting the $m$ parameter and Section 4.1.4 discusses updates. Table 4.1 summarizes the notation used in the paper.

### 4.1.1 A comparison-free version of HINT

We first describe a version of HINT, which is appropriate in the case of a discrete and not very large domain $D$. Specifically, assume that the domain $D$ wherefrom the endpoints of intervals in $\mathcal{S}$ take value is $\left[0,2^{m}-1\right]$. We can define a regular hierarchical decomposition of the domain into partitions, where at each level $\ell$ from 0 to $m$, there are $2^{\ell}$ partitions, denoted by array $P_{\ell, 0}, \ldots, P_{\ell, 2^{\ell}-1}$. Figure 4.1 illustrates the hierarchical domain partitioning for $m=4$.

Each interval $s \in S$ is assigned to the smallest set of partitions which collectively define $s$. It is not hard to show that $s$ will be assigned to at most two partitions per level. For example, in Figure 4.1, interval [5,9] is assigned to one partition at level $\ell=4$ and two partitions at level $\ell=3$. The assignment procedure is described by Algorithm 4.1. In a nutshell, for an interval $[a, b]$, starting from the bottom-most level $\ell$, if the last bit of $a$ (resp. b) is 1 (resp. 0), we assign the interval to partition $P_{\ell, a}$ (resp. $P_{\ell, b}$ ) and increase $a$ (resp. decrease $b$ ) by one. We then update $a$ and $b$ by cutting-off

```
Algorithm 4.1 Assignment of an interval to partitions
Input : HINT index \(\mathcal{H}\), interval \(s\)
Output : updated \(\mathcal{H}\) after indexing \(s\)
\(a \leftarrow s . s t ; b \leftarrow\) s.end; \(\quad \triangleright\) set masks to \(s\) endpoints
\(\ell \leftarrow m ; \quad \triangleright\) start at the bottom-most level
while \(\ell \geq 0\) and \(a \leq b\) do
    if last bit of \(a\) is 1 then
        add \(s\) to \(\mathcal{H} . P_{\ell, a} ; \quad \triangleright\) update partition
        \(a \leftarrow a+1\)
    end
    if last bit of \(b\) is 0 then
        add \(s\) to \(\mathcal{H} . P_{\ell, b} ; \quad \triangleright\) update partition
        \(b \leftarrow b-1\)
    end
    \(a \leftarrow a \div 2 ; b \leftarrow b \div 2 ; \quad \triangleright\) cut-off last bit
    \(\ell \leftarrow \ell-1 ; \quad \triangleright\) repeat for previous level
end
```

their last bits (i.e., integer division by 2 , or bitwise right-shift). If, at the next level, $a>b$ holds, indexing $[a, b]$ is done.

## Query evaluation

A selection query $q$ can be evaluated by finding at each level the partitions that overlap with $q$. Specifically, the partitions that overlap with the query interval $q$ at level $\ell$ are partitions $P_{\ell, p r e f i x(\ell, q . s t)}$ to $P_{\ell, \text { prefix }(\ell, q . e n d)}$, where $\operatorname{prefix}(k, x)$ denotes the $k$-bit prefix of integer $x$. We call these partitions relevant to the query $q$. All intervals in the relevant partitions are guaranteed to overlap with $q$ and intervals in none of these partitions cannot possibly overlap with $q$. However, since the same interval $s$ may exist in multiple partitions that overlap with a query, $s$ may be reported multiple times in the query result.

We propose a technique that avoids the production and therefore, the need for elimination of duplicates and, at the same time, minimizes the number of data accesses. For this, we divide the intervals in each partition $P_{\ell, i}$ into two groups: originals $P_{\ell, i}^{O}$ and replicas $P_{\ell, i}^{R}$. Group $P_{\ell, i}^{O}$ contains all intervals $s \in P_{\ell, i}$ that begin at $P_{\ell, i}$ i.e.,


Figure 4.1: Hierarchical partitioning and assignment of [5, 9]
$\operatorname{prefix}(\ell, s . s t)=i$. Group $P_{\ell, i}^{R}$ contains all intervals $s \in P_{\ell, i}$ that begin before $P_{\ell, i}$, i.e., $\operatorname{prefix}(\ell$, s.st $) \neq i .{ }^{1}$ Each interval is added as original in only one partition of HINT. For example, interval [5, 9] in Figure 4.1 is added to $P_{4,5}^{O}, P_{3,3}^{R}$, and $P_{3,4}^{R}$.

Given a query $q$, at each level $\ell$ of the index, we report all intervals in the first relevant partition $P_{\ell, f}$ (i.e., $P_{\ell, f}^{O} \cup P_{\ell, f}^{R}$ ). Then, for every other relevant partition $P_{\ell, i}$, $i>f$, we report all intervals in $P_{\ell, i}^{O}$ and ignore $P_{\ell, i}^{R}$. This guarantees that no result is missed and no duplicates are produced. The reason is that each interval $s$ will appear as original in just one partition, hence, reporting only originals cannot produce any duplicates. At the same time, all replicas $P_{\ell, f}^{R}$ in the first partitions per level $\ell$ that overlap with $q$ begin before $q$ and overlap with $q$, so they should be reported. On the other hand, replicas $P_{\ell, i}^{R}$ in subsequent relevant partitions ( $i>f$ ) contain intervals, which are either originals in a previous partition $P_{\ell, j}, j<i$ or replicas in $P_{\ell, f}^{R}$, so, they can safely be skipped. Algorithm 4.2 describes the search algorithm using HINT.

For example, consider the hierarchical partitioning of Figure 4.2 and a query interval $q=[5,9]$. The binary representations of $q$.st and q.end are 0101 and 1001, respectively. The relevant partitions at each level are shown in bold (blue) and dashed (red) lines and can be determined by the corresponding prefixes of 0101 and 1001. At each level $\ell$, all intervals (both originals and replicas) in the first partitions $P_{\ell, f}$ (bold/blue) are reported while in the subsequent partitions (dashed/red), only the original intervals are.

Discussion. The version of HINT described above finds all query results, without

[^0]```
Algorithm 4.2 Searching HINT
Input : HINT index \(\mathcal{H}\), query interval \(q\)
```

Output : set $\mathcal{R}$ of all intervals that overlap with $q$
$\mathcal{R} \leftarrow \emptyset$
foreach level $\ell$ in $\mathcal{H}$ do
$p \leftarrow \operatorname{prefix}(\ell, q . s t)$
$\mathcal{R} \leftarrow \mathcal{R} \cup\left\{s . i d \mid s \in \mathcal{H} . P_{\ell, p}^{O} \cup \mathcal{H} . P_{\ell, p}^{R}\right\}$
while $p<\operatorname{prefix}(\ell, q . e n d)$ do
set $p \leftarrow p+1$
$\mathcal{R} \leftarrow \mathcal{R} \cup\left\{s . i d \mid s \in \mathcal{H} . P_{\ell, p}^{O}\right\}$
end
end
return $\mathcal{R}$


Figure 4.2: Accessed partitions for query [5, 9]
conducting any comparisons. This means that in each partition $P_{\ell, i}$, we only have to keep the ids of the intervals that are assigned to $P_{\ell, i}$ and do not have to store/replicate the interval endpoints. In addition, the relevant partitions at each level are computed by fast bit-shifting operations which are comparison-free. To use HINT for arbitrary integer domains, we should first normalize all interval endpoints by subtracting the minimum endpoint, in order to convert them to values in a $\left[0,2^{m}-1\right]$ domain (the same transformation should be applied on the queries). If the required $m$ is very large, we can index the intervals based on their $m$-bit prefixes and support approximate search on discretized data. Approximate search can also be applied on intervals in a real-valued domain, after rescaling and discretization in a similar way.

### 4.1.2 HINT $^{m}$ : indexing arbitrary intervals

We now present a generalized version of HINT, denoted by HINT ${ }^{m}$, which can be used for intervals in arbitrary domains. HINT $^{m}$ uses a hierarchical domain partitioning with $m+1$ levels, based on a $\left[0,2^{m}-1\right]$ domain $D$; each raw interval endpoint is mapped to a value in $D$, by linear rescaling. The mapping function $f(\mathbb{R} \rightarrow D)$ is $f(x)=$ $\left\lfloor\frac{x-\min (x)}{\max (x)-\min (x)} \cdot\left(2^{m}-1\right)\right\rfloor$, where $\min (x)$ and $\max (x)$ are the minimum and maximum interval endpoints in the dataset $S$, respectively. Each raw interval [s.st, s.end] is mapped to interval $[f(s . s t), f(s . e n d)]$. The mapped interval is then assigned to at most two partitions per level in HINT ${ }^{m}$, using Algorithm 4.1.

For the ease of presentation, we will assume that the raw interval endpoints take values in $\left[0,2^{m^{\prime}}-1\right]$, where $m^{\prime}>m$, which means that the mapping function $f$ simply outputs the $m$ most significant bits of its input. As an example, assume that $m=4$ and $m^{\prime}=6$. Interval $[21,38](=[0 b 010101,0 b 100110])$ is mapped to interval $[5,9]$ $(=[0 b 0101,0 b 1001])$ and assigned to partitions $P_{4,5}, P_{3,3}$, and $P_{3,4}$, as shown in Figure 4.1. So, in contrast to HINT, the set of partitions whereto an interval $s$ is assigned in HINT $^{m}$ does not define $s$, but the smallest interval in the $\left[0,2^{m}-1\right]$ domain $D$, which covers $s$. As in HINT, at each level $\ell$, we divide each partition $P_{\ell, i}$ to $P_{\ell, i}^{O}$ and $P_{\ell, i}^{R}$, to avoid duplicate results.

## Query evaluation using HINT ${ }^{m}$

For a query $q$, simply reporting all intervals in the relevant partitions at each level (as in Algorithm 4.2) would produce false positives. Instead, comparisons to the query endpoints may be required for the first and the last partition at each level that overlap with $q$. Specifically, we can consider each level of HINT ${ }^{m}$ as a 1D-grid (see Chapter 3) and go through the partitions at each level $\ell$ that overlap with $q$. For the first partition $P_{\ell, f}$, we verify whether $s$ overlaps with $q$ for each interval $s \in P_{\ell, f}^{O}$ and each $s \in P_{\ell, f}^{R}$. For the last partition $P_{\ell, l}$, we verify whether $s$ overlaps with $q$ for each interval $s \in P_{\ell, l}^{O}$. For each partition $P_{\ell, i}$ between $P_{\ell, f}$ and $P_{\ell, l}$, we report all $s \in P_{\ell, i}^{O}$ without any comparisons. As an example, consider the HINT ${ }^{m}$ index and the query interval $q$ shown in Figure 4.3. The identifiers of the relevant partitions to $q$ are shown in the figure (and also some indicative intervals that are assigned to these partitions). At level $m=4$, we have to perform comparisons for all intervals in the first relevant partitions $P_{4,5}$. In partitions $P_{4,6}, \ldots, P_{4,8}$, we just report the originals in


Figure 4.3: Avoiding redundant comparisons in HINT ${ }^{m}$
them as results, while in partition $P_{4,9}$ we compare the start points of all originals with $q$, before we can confirm whether they are results or not. We can simplify the overlap tests at the first and the last partition of each level $\ell$ based on the following:

Lemma 4.1. At every level $\ell$, each $s \in P_{\ell, f}^{R}$ is a query result iff $q$.st $\leq$ s.end. If $l>f$, each $s \in P_{\ell, l}^{O}$ is a query result iff s.st $\leq q$.end.

Proof. For the first relevant partition $P_{\ell, f}$ at each level $\ell$, for each replica $s \in P_{\ell, f}^{R}$, s.st $<q . s t$, so $q . s t \leq$ s.end suffices as an overlap test. For the last partition $P_{\ell, l}$, if $l>f$, for each original $s \in P_{\ell, f}^{O}, q . s t<s . s t$, so $s . s t \leq q$.end suffices as an overlap test.

## Avoiding redundant comparisons in query evaluation

One of our most important findings in this study and a powerful feature of HINT ${ }^{m}$ is that at most levels, it is not necessary to do comparisons at the first and/or the last partition. For instance, in the previous example, we do not have to perform comparisons for partition $P_{3,4}$, since any interval assigned to $P_{3,4}$ should overlap with $P_{4,8}$ and the interval spanned by $P_{4,8}$ is covered by $q$. This means that the start point of all intervals in $P_{3,4}$ is guaranteed to be before $q$.end (which is inside $P_{4,9}$ ). In addition, observe that for any relevant partition which is the last partition at an upper level and covers $P_{3,4}$ (i.e., partitions $\left\{P_{2,2}, P_{1,1}, P_{0,0}\right\}$ ), we do not have to conduct the s.st $\leq q$.end tests as intervals in these partitions are guaranteed to start before $P_{4,9}$. The lemma below formalizes these observations:

Lemma 4.2. If the first (resp. last) relevant partition for a query $q$ at level $\ell(\ell<m)$ starts (resp. ends) at the same value as the first (resp. last) relevant partition at level $\ell+1$, then for every first (resp. last) relevant partition $P_{v, f}$ (resp. $P_{v, l}$ ) at levels $v \leq \ell$, each interval $s \in P_{v, f}$ (resp. $s \in P_{v, l}$ ) satisfies s.end $\geq q$.st (resp. s.st $\leq q . e n d$ ).

Proof. Let P.st (resp. P.end) denote the first (resp. last) domain value of partition $P$. Consider the first relevant partition $P_{\ell, f}$ at level $\ell$ and assume that $P_{\ell, f} . s t=P_{\ell+1, f}$.st. Then, for every interval $s \in P_{\ell, f}$, s.end $\geq P_{\ell+1, f}$.end, otherwise $s$ would have been allocated to $P_{\ell+1, f}$ instead of $P_{\ell, f}$. Further, $P_{\ell+1, f}$.end $\geq q . s t$, since $P_{\ell+1, f}$ is the first partition at level $\ell+1$ which overlaps with $q$. Hence, s.end $\geq q$.st. Moreover, for every interval $s \in P_{v, f}$ with $v<\ell$, s.end $\geq P_{\ell+1, f}$.end holds, as interval $P_{v, f}$ covers interval $P_{\ell, f} ;$ so, we also have s.end $\geq$ q.st. Symmetrically, we prove that if $P_{\ell, l}$.end $=P_{\ell+1, l}$.end, then for each $s \in P_{v, l}, v \leq \ell$, s.st $\leq q . e n d$.

We next focus on how to rapidly check the condition of Lemma 4.2. Essentially, if the last bit of the offset $f$ (resp. $l$ ) of the first (resp. last) partition $P_{\ell, f}$ (resp. $P_{\ell, l}$ ) relevant to the query at level $\ell$ is 0 (resp. 1), then the first (resp. last) partition at level $\ell-1$ above satisfies the condition. For example, in Figure 4.3, consider the last relevant partition $P_{4,9}$ at level 4. The last bit of $l=9$ is 1 ; so, the last partition $P_{3,4}$ at level 3 satisfies the condition and we do not have to perform comparisons in the last partitions at level 3 and above.

Algorithm 4.3 is a pseudocode for the search algorithm on HINT $^{m}$. The algorithm accesses all levels of the index, bottom-up. It uses two auxiliary flag variables compfirst and complast to mark whether it is necessary to perform comparisons at the current level (and all levels above it) at the first and the last partition, respectively, according to the discussion in the previous paragraph. At each level $\ell$, we find the offsets of the relevant partitions to the query, based on the $\ell$-prefixes of $q . s t$ and q.end. For the first position $f=\operatorname{prefix}(q, s t)$, the partitions holding originals and replicas $P_{\ell, f}^{O}$ and $P_{\ell, f}^{R}$ are accessed. The algorithm first checks whether $f=l$, i.e., the first and the last partitions coincide. In this case, if compfirst and complast are set, then we perform all comparisons in $P_{\ell, f}^{O}$ and apply the first observation in Lemma 4.1 to $P_{\ell, f}^{R}$. Else, if only complast is set, we can safely skip the $q . s t \leq$ s.end comparisons; if only compfist is set, regardless whether $f=l$, we just perform $q$.st $\leq$ s.end comparisons to both originals and replicas to the first partition. Finally, if neither compfirst nor complast are set, we just report all intervals in the first partition as results. If we are
at the last partition $P_{\ell, l}$ and $l>f$ (Line 17) then we just examine $P_{\ell, l}^{O}$ and apply just the $s . s t \leq q . e n d$ test for each interval there, according to Lemma 4.1. Finally, for all partitions in-between the first and the last one, we simply report all original intervals there.

## Complexity Analysis

Let $n$ be the number of intervals in $\mathcal{S}$. Assume that the domain is $\left[0,2^{m^{\prime}}-1\right]$, where $m^{\prime}>m$. To analyze the space complexity of HINT ${ }^{m}$, we first prove the following:

Lemma 4.3. The total number of intervals assigned at the lowest level $m$ of HINT ${ }^{m}$ is expected to be $n$.

Proof. Each interval $s \in \mathcal{S}$ will go to zero, one, or two partitions at level $m$, based on the bits of $s . s t$ and s.end at position $m$ (see Algorithm 4.1); on average, $s$ will go to one partition.

Using Algorithm 4.1, when an interval is assigned to a partition at a level $\ell$, the interval is truncated (i.e., shortened) by $2^{m^{\prime}-\ell}$. Based on this, we analyze the space complexity of HINT ${ }^{m}$ as follows.

Theorem 4.1. Let $\lambda$ be the average length of intervals in input collection $S$. The space complexity of HINT ${ }^{m}$ is $O\left(n \cdot \log _{2}\left(2^{\log _{2} \lambda-m^{\prime}+m}+1\right)\right)$.

Proof. Based on Lemma 4.3, each $s \in S$ will be assigned on average to one partition at level $m$ and will be truncated by $2^{m^{\prime}-m}$. Following Algorithm 4.1, at the next level $m-1, s$ is also be expected to be assigned to one partition (see Lemma 4.3) and truncated by $2^{m^{\prime}-m+1}$, and so on, until the entire interval is truncated (condition $a \leq b$ is violated at Line 3 of Algorithm 4.1). Hence, we are looking for the number of levels whereto each $s$ will be assigned, or for the smallest $k$ for which $2^{m^{\prime}-m}+$ $2^{m^{\prime}-m+1}+\cdots+2^{m^{\prime}-m+k-1} \geq \lambda$. Solving the inequality gives $k \geq \log _{2}\left(2^{\log _{2} \lambda-m^{\prime}+m}+1\right)$ and the space complexity of $\mathrm{HINT}^{m}$ is $O(n \cdot k)$

For the computational cost of queries in terms of conducted comparisons, in the worst case, $O(n)$ intervals are assigned to the first relevant partition $P_{m, f}$ at level $m$ and $O(n)$ comparisons are required. To estimate the expected cost of query evaluation in terms of conducted comparisons, we assume a uniform distribution of intervals to partitions and random query intervals.

Lemma 4.4. The expected number of $H_{I N T}{ }^{m}$ partitions for which we have to conduct comparisons is four.

Proof. At the last level of the index $m$, we definitely have to do comparisons in the first and the last partition (which are different in the worst case). At level $m-1$, for each of the first and last partitions, we have a $50 \%$ chance to avoid comparisons, due to Lemma 4.2. Hence, the expected number of partitions for which we have to perform comparisons at level $m-1$ is 1 . Similarly, at level $m-2$ each of the yet active first/last partitions has a $50 \%$ chance to avoid comparisons. Overall, for the worstcase conditions, where $m$ is large and $q$ is long, the expected number of partitions, for which we need to perform comparisons is $2+1+0.5+0.25+\cdots=4$.

Theorem 4.2. The expected number of comparisons during query evaluation over HINT ${ }^{m}$ is $O\left(n / 2^{m}\right)$.

Proof. For each query, we conduct comparisons at least in the first and the last relevant partitions at level $m$. The expected number of intervals, in each of these two partitions, is $O\left(n / 2^{m}\right)$, considering Lemma 4.3 and assuming a uniform distribution of the intervals in the partitions. In addition, due to Lemma 4.4, the number of expected additional partitions that require comparisons is 2 and each of these two partitions is expected to also hold at most $O\left(n / 2^{m}\right)$ intervals, by Lemma 4.3 on the levels above $m$ and using the truncated intervals after their assignment to level $m$ (see Algorithm 4.1). Hence, $q$ is expected to be compared with $O\left(n / 2^{m}\right)$ intervals in total and the cost of each such comparison is $O(1)$.

### 4.1.3 Setting $m$

As shown in Section 4.1.2, the space requirements and the search performance of HINT ${ }^{m}$ depend on the value of $m$. For large values of $m$, the cost of accessing compa-rison-free results will dominate the computational cost of comparisons. We conduct an analytical study for estimating $m_{\text {opt }}$ : the smallest value of $m$, which is expected to result in a HINT ${ }^{m}$ of search performance close to the best possible, while achieving the lowest possible space requirements. Our study uses simple statistics namely, the number of intervals $n=|\mathcal{S}|$, the mean length $\lambda_{s}$ of data intervals and the mean length $\lambda_{q}$ of query intervals. We assume that the endpoints and the lengths of intervals and queries are uniformly distributed.

The overall cost of query evaluation consists of (1) the cost for determining the relevant partitions per level, denoted by $C_{p}$, (2) the cost of conducting comparisons between data intervals and the query, denoted by $C_{c m p}$, and (3) the cost of accessing query results in the partitions for which we do not have to conduct comparisons, denoted by $C_{a c c}$. Cost $C_{p}$ is negligible, as the partitions are determined by a small number $m$ of bit-shifting operations. To estimate $C_{c m p}$, we need to estimate the number of intervals in the partitions whereat we need to conduct comparisons and multiply this by the expected cost $\beta_{c m p}$ per comparison. To estimate $C_{a c c}$, we need to estimate the number of intervals in the corresponding partitions and multiply this by the expected cost $\beta_{\text {acc }}$ of (sequentially) accessing and reporting one interval. $\beta_{c m p}$ and $\beta_{a c c}$ are machine-dependent and can easily be estimated by experimentation.

According to Algorithm 4.3, unless $\lambda_{q}$ is smaller than the length of a partition at level $m$, there will be two partitions that require comparisons at level $m$, one partition at level $m-1$, etc. with the expected number of partitions being at most four (see Lemma 4.4). Hence, we can assume that $C_{c m p}$ is practically dominated by the cost of processing two partitions at the lowest level $m$. As each partition at level $m$ is expected to have $n / 2^{m}$ intervals (see Lemma 4.3), we have $C_{c m p}=\beta_{c m p} \cdot n / 2^{m}$. Then, the number of accessed intervals for which we expect to apply no comparisons is $|Q|-2 \cdot n / 2^{m}$, where $|Q|$ is the total number of expected query results. Under this, we have $C_{a c c}=\beta_{a c c} \cdot\left(|Q|-2 \cdot n / 2^{m}\right)$. We can estimate $|Q|$ using the selectivity analysis for (multidimensional) intervals and queries in [66] as $|Q|=n \cdot \frac{\lambda_{s}+\lambda_{q}}{\Lambda}$, where $\Lambda$ is the length of the entire domain with all intervals in $\mathcal{S}$ (i.e., $\Lambda=\max _{\forall s \in \mathcal{S}}$ s.end $\left.\min _{\forall s \in \mathcal{S}} s . s t\right)$.

With $C_{c m p}$ and $C_{a c c}$, we now discuss how to estimate $m_{\text {opt }}$. First, we gradually increase $m$ from 1 up to its max value $m^{\prime}$ (determined by $\Lambda$ ), and compute the expected cost $C_{c m p}+C_{a c c}$. For $m=m^{\prime}$, HINT ${ }^{m}$ corresponds to the comparison-free HINT with the lowest expected cost. Then, we select as $m_{\text {opt }}$ the lowest value of $m$ for which $C_{c m p}+C_{a c c}$ converges to the cost of the $m=m^{\prime}$ case.

### 4.1.4 Updates

We handle insertions to an existing HINT or $\mathrm{HINT}^{m}$ index by calling Algorithm 4.1 for each new interval $s$. Small adjustments are needed for $\mathrm{HINT}^{m}$ to add $s$ to the originals division at the first partition assignment, i.e., to $P_{\ell, a}^{O}$ or $P_{\ell, b}^{O}$, and to the replicas
division for every other partition, i.e., to $P_{\ell, a}^{R}$ or $P_{\ell, b}^{R}$ Finally, we handle deletions using tombstones, similarly to previous studies [67,68] and recent indexing approaches [69]. Given an interval $s$ for deletion, we first search the index to locate all partitions that contain $s$ (both as original and as replica) and then, replace the id of $s$ by a special "tombstone" id, which signals the logical deletion.

### 4.2 Optimizing HINT ${ }^{m}$

In this section, we discuss optimization techniques, which greatly improve the performance of $\mathrm{HINT}^{m}$ (and HINT) in practice. First, we show how to reduce the number of partitions in $\mathrm{HINT}^{m}$ where comparisons are performed and how to avoid accessing unnecessary data. Next, we show how to handle very sparse or skewed data at each level of HINT/HINT ${ }^{m}$. Another optimization is decoupling the storage of the interval ids with the storage of interval endpoints in each partition. Finally, we revisit updates under the prism of these optimizations.

### 4.2.1 Subdivisions and space decomposition

Recall that, at each level $\ell$ of $\operatorname{HINT}^{m}$, every partition $P_{\ell, i}$ is divided into $P_{\ell, i}^{O}$ (holding originals) and $P_{\ell, i}^{R}$ (holding replicas). We propose to further divide each $P_{\ell, i}^{O}$ into $P_{\ell, i}^{O_{i n}}$ and $P_{\ell, i}^{O_{\text {aft }}}$, so that $P_{\ell, i}^{O_{\text {in }}}$ (resp. $P_{\ell, i}^{O_{\text {aft }}}$ ) holds the intervals from $P_{\ell, i}^{O_{i n}}$ that end inside (resp. after) partition $P_{\ell, i}$. Similarly, each $P_{\ell, i}^{R}$ is divided into $P_{\ell, i}^{R_{i n}}$ and $P_{\ell, i}^{R_{a f t}}$.

Queries that overlap with multiple partitions. Consider a query $q$, which overlaps with a sequence of more than one partitions at level $\ell$. As already discussed, if we have to conduct comparisons in the first such partition $P_{\ell, f}$, we should do so for all intervals in $P_{\ell, f}^{O}$ and $P_{\ell, f}^{R}$. By subdividing $P_{\ell, f}^{O}$ and $P_{\ell, f}^{R}$, we get the following lemma:

Lemma 4.5. If $P_{\ell, f} \neq P_{\ell, l}$ (1) each interval s in $P_{\ell, f}^{O_{i n}} \cup P_{\ell, f}^{R_{i n}}$ overlaps with $q$ iff s.end $\geq q$.st; and (2) all intervals s in $P_{\ell, f}^{O_{\text {aft }}}$ and $P_{\ell, f}^{R_{\text {aft }}}$ surely overlap with $q$.

Proof. Follows directly from the fact that $q$ starts inside $P_{\ell, f}$ but ends after $P_{\ell, f}$.
Hence, we need just one comparison for each interval in $P_{\ell, f}^{O_{\text {in }}} \cup P_{\ell, f}^{R_{\text {in }}}$, whereas we can report all intervals $P_{\ell, f}^{O_{\text {aft }}} \cup P_{\ell, f}^{R_{\text {aft }}}$ as query results without any comparisons. As already discussed, for all partitions $P_{\ell, i}$ between $P_{\ell, f}$ and $P_{\ell, l}$, we just report intervals
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in $P_{\ell, i}^{O_{i n}} \cup P_{\ell, i}^{O_{a f t}}$ as results, without any comparisons, whereas for the last partition $P_{\ell, l}$, we perform one comparison per interval in $P_{\ell, l}^{O_{i n}} \cup P_{\ell, l}^{O_{\text {aft }}}$.

Queries that overlap with a single partition. If the query $q$ overlaps only one partition $P_{\ell, f}$ at level $\ell$, we can use following lemma to minimize the necessary comparisons:

Lemma 4.6. If $P_{\ell, f}=P_{\ell, l}$ then

- each interval $s$ in $P_{\ell, f}^{O_{\text {in }}}$ overlaps with $q$ iff $s . s t \leq q . e n d \wedge q . s t \leq$ s.end,
- each interval s in $P_{\ell, f}^{O_{a f t}}$ overlaps with $q$ iff s.st $\leq q . e n d$,
- each interval s in $P_{\ell, f}^{R_{i n}}$ overlaps with $q$ iff s.end $\geq q$.st,
- all intervals in $P_{\ell, f}^{R_{\text {aft }}}$ overlap with $q$.

Proof. All intervals $s \in P_{\ell, f}^{O_{a f t}}$ end after $q$, so $s . s t \leq q$.end suffices as an overlap test. All intervals $s \in P_{\ell, f}^{R_{i n}}$ start before $q$, so s.st $\leq q$.end suffices as an overlap test. All intervals $s \in P_{\ell, f}^{R_{\text {aft }}}$ start before and end after $q$, so they are guaranteed results.

Overall, the subdivisions help us to minimize the number of intervals in each partition, for which we have to apply comparisons. Figure 4.4 shows the subdivisions which are accessed by query $q$ at level $\ell=2$ of a $\mathrm{HINT}^{m}$ index. In partition $P_{\ell, f}=P_{2,1}$, all four subdivisions are accessed, but comparisons are needed only for intervals in $P_{2,1}^{O_{i n}}$ and $P_{2,1}^{R_{\text {in }}}$. In $P_{2,2}$, only the originals (in $P_{2,2}^{O_{\text {in }}}$ and $P_{2,2}^{O_{\text {aft }}}$ ) are accessed and reported without any comparisons. Finally, in $P_{\ell, l}=P_{2,3}$, only the originals (in $P_{2,3}^{O_{\text {in }}}$ and $P_{2,3}^{O_{\text {aft }}}$ ) are accessed and compared to $q$.

## Sorting the intervals in each subdivision

We can keep the intervals in each subdivision sorted, in order to reduce the number of comparisons for queries that access them. For example, let us examine the last

Table 4.2: Necessary data and beneficial sort orders

| subdivision | beneficial sorting | necessary data |
| :--- | :--- | :--- |
| $P_{\ell, i}^{O_{i n}}$ | by s.st or by s.end | s.id, s.st, s.end |
| $P_{\ell, i}^{O_{\text {aft }}}$ | by s.st | s.id, s.st |
| $P_{\ell, i}^{R_{\text {in }}}$ | by s.end | s.id, s.end |
| $P_{\ell, i}^{R_{a f t}}$ | no sorting | s.id |

partition $P_{\ell, l}$ that overlaps with a query $q$ at a level $\ell$. If the intervals $s$ in $P_{\ell, l}^{O_{i n}}$ are sorted on their start endpoint (i.e., s.st), we can simply access and report the intervals until the first $s \in P_{\ell, l}^{O_{i n}}$, such that $s . s t>q$.end. Or, we can perform binary search to find the first $s \in P_{\ell, l}^{O_{i n}}$, such that s.st $>q$.end and then scan and report all intervals before $s$. Table 4.2 (second column) summarizes the sort orders for each of the four subdivisions of a partition that can be beneficial in query evaluation. For a subdivision $P_{\ell, i}^{O_{i n}}$, intervals may have to be compared based on their start point (if $P_{\ell, i}=P_{\ell, f}$ ), or based on their end point (if $P_{\ell, i}=P_{\ell, l}$ ), or based on both points (if $P_{\ell, i}=P_{\ell, f}=P_{\ell, l}$ ). Hence, we choose to sort based on either s.st or s.end to accommodate two of these three cases. For a subdivision $P_{\ell, i}^{O_{a f t}}$, intervals may have to be compared only based on their start point (if $P_{\ell, i}=P_{\ell, l}$ ). For a subdivision $P_{\ell, i}^{R_{i n}}$, intervals may have to be compared only based on their end point (if $P_{\ell, i}=P_{\ell, f}$ ). Last, for a subdivision $P_{\ell, i}^{R_{a f t}}$, there is never any need to compare the intervals, so, no order provides any benefit.

## Storage optimization

So far, we have assumed that each interval $s$ is stored in the partitions whereto $s$ is assigned as a triplet $\langle s . i d$, s.st, s.end $\rangle$. However, if we split the partitions into subdivisions, we do not need to keep all information of the intervals in them. Specifically, for each subdivision $P_{\ell, i}^{O_{i n}}$, we may need to use s.st and/or s.end for each interval $s \in P_{\ell, i}^{O_{i n}}$, while for each subdivision $P_{\ell, i}^{O_{a f t}}$, we may need to use $s$.st for each $s \in P_{\ell, i}^{O_{i n}}$, but we will never need s.end. From the intervals $s$ of each subdivision $P_{\ell, i}^{R_{i n}}$, we may need s.end, but we will never use s.st. Finally, for each subdivision $P_{\ell, i}^{R_{a f t}}$, we just have to keep the s.id identifiers of the intervals. Table 4.2 (third column) summarizes the data that we need to keep from each interval in the subdivisions of each partition. Since each interval $s$ is stored as original just once in the entire index, but as replica in possibly multiple partitions, space can be saved by storing only the necessary data, especially if the intervals span multiple partitions. Note that even when we do not apply the subdivisions, but just use $P_{\ell, i}^{O}$ and $P_{\ell, i}^{R}$ (as suggested in Section 4.1.2), we
do not need to store the start points s.st of all intervals in $P_{\ell, i}^{R}$, as they are never used in comparisons.

### 4.2.2 Handling data skewness and sparsity

Data skewness and sparsity may cause many partitions to be empty, especially at the lowest levels of HINT (i.e., large values of $\ell$ ). Recall that a query accesses a sequence of multiple $P_{\ell, i}^{O}$ partitions at each level $\ell$. Since the intervals are physically distributed in the partitions, this results into the unnecessary accessing of empty partitions and may cause cache misses. We propose a storage organization where all $P_{\ell, i}^{O}$ divisions at the same level $\ell$ are merged into a single table $T_{\ell}^{O}$ and an auxiliary index is used to find each non-empty division. ${ }^{2}$ The auxiliary index locates the first non-empty partition, which is greater than or equal to the $\ell$-prefix of $q$.st (i.e., via binary search or a binary search tree). From thereon, the nonempty partitions which overlap with the query interval are accessed sequentially and distinguished with the help of the auxiliary index. Hence, the contents of the relevant $P_{\ell, i}^{O}$ 's to each query are always accessed sequentially. Figure 4.5 (a) shows an example at level $\ell=4$ of HINT ${ }^{m}$. From the total $2^{\ell}=16 P^{O}$ partitions at that level, only 5 are nonempty (shown in grey at the top of the figure): $P_{4,1}^{O}, P_{4,5}^{O}, P_{4,6}^{O}, P_{4,8}^{O}, P_{4,13}^{O}$. All 9 intervals in them (sorted by start point) are unified in a single table $T_{4}^{O}$ as shown at the bottom of the figure (the binary representations of the interval endpoints are shown). At the moment, ignore the ids column for $T_{4}^{O}$ at the right of the figure. The sparse index for $T_{4}^{O}$ has one entry per nonempty partition pointing to the first interval in it. For the query in the example, the index is used to find the first nonempty partition $P_{4,5}^{O}$, for which the id is greater than or equal to the 4 -bit prefix 0100 of $q$.st. All relevant non-empty partitions $P_{4,5}^{O}, P_{4,6}^{O}, P_{4,8}^{O}$ are accessed sequentially from $T_{4}^{O}$, until the position of the first interval of $P_{4,13}^{O}$.

Searching for the first partition $P_{\ell, f}^{O}$ that overlaps with $q$ at each level can be quite expensive when numerous nonempty partitions exist. To alleviate this issue, we suggest adding to the auxiliary index, a link from each partition $P_{\ell, i}^{O}$ to the partition $P_{\ell-1, j}^{O}$ at the level above, such that $j$ is the smallest number greater than or equal to $i \div 2$, for which partition $P_{\ell-1, j}^{O}$ is not empty. Hence, instead of performing binary

[^1]search at level $\ell-1$, we use the link from the first partition $P_{\ell, f}^{O}$ relevant to the query at level $\ell$ and (if necessary) apply a linear search backwards starting from the pointed partition $P_{\ell-1, j}^{O}$ to identify the first non-empty partition $P_{\ell-1, f}^{O}$ that overlaps with $q$. Figure $4.5(\mathrm{~b})$ shows an example, where each nonempty partition at level $\ell$ is linked with the first nonempty partition with greater than or equal prefix at the level $\ell-1$ above. Given query example $q$, we use the auxiliary index to find the first nonempty partition $P_{4,5}^{O}$ which overlaps with $q$ and also sequentially access $P_{4,6}^{O}$ and $P_{4,8}^{O}$. Then, we follow the pointer from $P_{4,5}^{O}$ to $P_{3,4}^{O}$ to find the first nonempty partition at level 3 , which overlaps with $q$. We repeat this to get partition $P_{2,3}^{O}$ at level 2 , which however is not guaranteed to be the first one overlapping with $q$, so we go backwards to $P_{2,3}^{O}$.

### 4.2.3 Reducing cache misses

At most levels of HINT ${ }^{m}$, no comparisons are conducted and the only operations are processing the interval ids which qualify the query. In addition, even for the levels $\ell$ where comparisons are required, these are only restricted to the first and the last partitions $P_{\ell, f}^{O}$ and $P_{\ell, l}^{O}$ that overlap with $q$ and no comparisons are needed for the partitions that are in-between. Summing up, when accessing any (sub-)partition for which no comparison is required, we do not need any information about the intervals, except for their ids. Hence, in our implementation, for each (sub-)partition, we store the ids of all intervals in it in a dedicated array (the ids column) and the interval endpoints (wherever necessary) in a different array. ${ }^{3}$ If we need the id of an interval that qualifies a comparison, we can access the corresponding position of the ids column. This storage organization greatly improves search performance by reducing the cache misses, because for the intervals that do not require comparisons, we only access their ids and not their interval endpoints. This optimization is orthogonal to and applied in combination with the strategy in Section 4.2.2, i.e., we store all $P^{O}$ divisions at each level $\ell$ in a single table $T_{\ell}^{O}$, which is decomposed to a column that stores the ids and another table for the endpoint data of the intervals. An example of the ids column is shown in Figure 4.5(a). If, for a sequence of partitions at a level, we do not have to perform any comparisons, we just access the sequence of the interval ids that are part of the answer, which is implied by the position of the first

[^2]
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Figure 4.5: Storage and indexing optimizations
such partition (obtained via the auxiliary index). In this example, all intervals in $P_{4,5}^{O}$ and $P_{4,6}^{O}$ are guaranteed to be query results without any comparisons and they can be sequentially accessed from the ids column without having to access the endpoints of the intervals. The auxiliary index guides the search by identifying and distinguishing between partitions for which comparisons should be conducted (e.g., $P_{4,8}^{O}$ ) and those for which they are not necessary.

### 4.2.4 Updates

A version of HINT ${ }^{m}$ that uses all techniques from Sections 4.2.1-4.2.2, is optimized for query operations. Under this premise, the index cannot efficiently support individual updates, i.e., new intervals inserted one-by-one. Dealing with updates in batches will be a better fit. This is a common practice for other update-unfriendly indices, e.g., the inverted index in IR. Yet, for mixed workloads (i.e., with both queries and updates), we adopt a hybrid setting where a delta index is maintained to digest the latest updates as discussed in Section 4.1.4, ${ }^{4}$ and a fully optimized HINT ${ }^{m}$, which is updated periodically in batches, holds older data supporting deletions with tombstones. Both indices are probed when a query is evaluated.

### 4.3 Experimental Analysis

We compare our hierarchical indexing, detailed in Sections 4.1 and 4.2 against the interval tree [35] (code from [70]), the timeline index [13], the (adaptive) period index [36], and a uniform 1D-grid. All indices were implemented in C++ and compiled using gcc (v4.8.5) with -03. ${ }^{5}$ The tests ran on a dual $\operatorname{Intel}(\mathrm{R})$ Xeon(R) CPU E5-2630 v4 clocked at 2.20 GHz with 384 GBs of RAM, running CentOS Linux.

### 4.3.1 Data and queries

We used 4 collections of real intervals, which have also been used in previous works; Table 4.3 summarizes their characteristics. BOOKS [27] contains the periods of time in

[^3]Table 4.3: Characteristics of real datasets

|  | BOOKS | WEBKIT | TAXIS | GREEND |
| :--- | :---: | :---: | :---: | :---: |
| Cardinality | $2,312,602$ | $2,347,346$ | $172,668,003$ | $110,115,441$ |
| Size [MBs] | 27.8 | 28.2 | 2072 | 1321 |
| Domain [sec] | $31,507,200$ | $461,829,284$ | $31,768,287$ | $283,356,410$ |
| Min duration [sec] | 1 | 1 | 1 | 1 |
| Max duration [sec] | $31,406,400$ | $461,815,512$ | $2,148,385$ | $59,468,008$ |
| Avg. duration [sec] | $2,201,320$ | $33,206,300$ | 758 | 15 |
| Avg. duration [\%] | 6.98 | 7.19 | 0.0024 | 0.000005 |

Table 4.4: Parameters of synthetic datasets

| parameter | values (defaults in bold) |
| :--- | :---: |
| Domain length | $32 \mathrm{M}, 64 \mathrm{M}, \mathbf{1 2 8 M}, 256 \mathrm{M}, 512 \mathrm{M}$ |
| Cardinality | $\mathbf{1 0 M}, 50 \mathrm{M}, 100 \mathrm{M}, 500 \mathrm{M}, 1 \mathrm{~B}$ |
| $\alpha$ (interval length) | $1.01,1.1, \mathbf{1 . 2}, 1.4,1.8$ |
| $\sigma$ (interval position) | $10 \mathrm{~K}, 100 \mathrm{~K}, \mathbf{1 M}, 5 \mathrm{M}, 10 \mathrm{M}$ |

2013 when books were lent out by Aarhus libraries (https://www.odaa.dk). WEBKIT [27, 49, 25, 26] records the file history in the git repository of the Webkit project from 2001 to 2016 (https://webkit.org); the intervals indicate the periods during which a file did not change. TAXIS [28] stores the time periods of taxi trips (pick-up and dropoff timestamps) from NY City in 2013 (https://www1.nyc.gov/site/tlc/index.page). GREEND [29, 71] records time periods of power usage from households in Austria and Italy from January 2010 to October 2014. BOOKS and WEBKIT contain around 2 M intervals each, which are quite long on average; TAXIS and GREEND have over 100M short intervals.

We also generated synthetic collections to simulate different cases for the lengths and the skewness of the input intervals. Table 4.4 shows the construction parameters for the synthetic datasets and their default values. The domain of the datasets ranges from 32 M to 512 M , which requires index level parameter $m$ to range from 25 to 29 for a comparison-free HINT (similar to the real datasets). The cardinality ranges from 10 M to 1 B . The lengths of the intervals were generated using the random.zipf( $\alpha$ ) function in the numpy library. They follow a zipfian distribution according to the $p(x)=\frac{x^{-a}}{\zeta(a)}$ probability density function, where $\zeta$ is the Riemann Zeta function. A small value of $\alpha$ results in most intervals being relatively long, while a large value results in the great majority of intervals having length 1 . The positions of the middle points of the intervals are generated from a normal distribution centered at the middle
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point $\mu$ of the domain. Hence, the middle point of each interval is generated by calling numpy's random. normalvariate $(\mu, \sigma)$. The greater the value of $\sigma$ the more spread the intervals are in the domain.

On the real datasets, we applied queries uniformly distributed in the domain. On the synthetic, the query positions follow the distribution of the data. In both cases, the extent of the query intervals were fixed to a percentage of the domain size (default $0.1 \%$ ). At each test, we ran 10 K random queries, in order to measure the overall throughput. Measuring query throughput instead of average time per query makes sense in applications or services that manage huge volumes of interval data and offer a search interface to billions of users simultaneously (e.g., public historical databases).

### 4.3.2 Optimizing HINT/HINT ${ }^{m}$

In our first set of experiments, we study the best setting for our hierarchical indexing. Specifically, we compare the effectiveness of the two query evaluation approaches discussed in Section 4.1.2 and investigate the impact of the optimizations described in Section 4.2.

## Query evaluation approaches on HINT ${ }^{m}$

We compare the straightforward top-down approach for evaluating queries on HINT $^{m}$ that uses solely Lemma 4.1, against the bottom-up illustrated in Algorithm 4.3 which additionally employs Lemma 4.2. Figure 4.6 reports the throughput of each approach on BOOKS and TAXIS, while varying the number of levels $m$ in the index. Due to lack
of space, we omit the results for WEBKIT and GREEND that follow exactly the same trend with BOOKS and TAXIS, respectively. We observe that the bottom-up approach significantly outperforms top-down for BOOKS while for TAXIS, this performance gap is very small. As expected, bottom-up performs at its best for inputs that contain long intervals which are indexed on high levels of the index, i.e., the intervals in BOOKS. In contrast, the intervals in TAXIS are very short and so, indexed at the bottom level of HINT ${ }^{m}$, while the majority of the partitions at the higher levels are empty. As a result, top-down conducts no comparisons at higher levels. For the rest of our tests, HINT $^{m}$ uses the bottom-up approach (i.e., Algorithm 4.3).

## Subdivisions and space decomposition

We next evaluate the subdivisions and space decomposition optimizations described in Section 4.2 .1 for $\mathrm{HINT}^{m}$. Note that these techniques are not applicable to our comparison-free HINT as the index stores only interval ids. Figure 4.7 shows the effect of the optimizations on BOOKS and TAXIS, for different values of $m$; similar trends were observed in WEBKIT and GREEND, respectively. The plots include (1) a base version of $\mathrm{HINT}^{m}$, which employs none of the proposed optimizations, (2) subs+sort+opt, with all optimizations activated, (3) subs+sort, which only sorts the subdivisions (section 4.2.1) and (iv) subs+sopt, which uses only the storage optimization for the subdivisions (Section 4.2.1). We observe that the subs+sort+opt version of $\mathrm{HINT}^{m}$ is superior to all three other versions, on all tests. Essentially, the index benefits from the sub+sort setting only when $m$ is small, i.e., below 15 , at the expense of increasing the index time compared to base. In this case, the partitions contain a large number of intervals and therefore, using binary search or scanning until the first interval that does not overlap the query, will save on the conducted comparisons. On the other hand, the subs+sopt optimization significantly reduces the space requirements of the index. As a result, the version incurs a higher cache hit ratio and so, a higher throughput compared to base is achieved, especially for large values of $m$, i.e., higher than 10. The subs+sort+opt version manages to combine the benefits of both subs+sort and subs+sopt versions, i.e., high throughput in all cases, with low space requirements. The effect in the performance is more pronounced in BOOKS because of the long intervals and the high replication ratio. In view of these results, HINT ${ }^{m}$ employs all optimizations from Section 4.2 .1 for the rest of our experiments.

Table 4.5: Optimizing HINT: impact of the skewness \& sparsity optimization (Section 4.2.2), default parameters

| dataset | throughput [queries/sec] |  | index size [MBs] |  |
| :---: | :---: | :---: | :---: | :---: |
|  | original | optimized | original | optimized |
| BOOKS | 12098 | 36173 | 3282 | 273 |
| WEBKIT | 947 | 39000 | 49439 | 337 |
| TAXIS | 2931 | 31027 | 10093 | 7733 |
| GREEND | 648 | 47038 | 57667 | 10131 |

## Handling data skewness \& sparsity and reducing cache misses

Table 4.5 tests the effect of the handling data skewness $\mathcal{E}$ sparsity optimization (Section 4.2.2) on the comparison-free version of HINT (Section 4.1.1). ${ }^{6}$ Observe that the optimization has a great effect on both the throughput and the size of the index in all four real datasets, because empty partitions are effectively excluded from query evaluation and from the indexing process.

Figure 4.8 shows the effect of either or both of the data skewness $\mathcal{E}$ sparsity (Section 4.2.2) and the cache misses optimizations (Section 4.2.3) on the performance of HINT $^{m}$ for different values of $m$. In all cases, the version of HINT $^{m}$ which uses both optimizations is superior to all other versions. As expected, the skewness $\mathcal{E}$ sparsity optimization helps to reduce the space requirements of the index when $m$ is large, because there are many empty partitions in this case at the bottom levels of the index. At the same time, the cache misses optimization helps in reducing the number of cache misses in all cases where no comparisons are needed. Overall, the optimized version of $H I N T^{m}$ converges to its best performance at a relatively small value of $m$, where the space requirements of the index are relatively low, especially on the BOOKS and WEBKIT datasets which contain long intervals. For the rest of our experiments, HINT ${ }^{m}$ employs both optimizations and HINT the data skewness $\mathcal{E}$ sparsity optimization.

## Tuning $m$

After demonstrating the merit of HINT $^{m}$ optimizations, we now elaborate on how to set the value of $m$ and on the effectiveness of our analytical model from Section 4.1.3. As we already discussed our model is based on the intuition that as $m$ increases, the cost of accessing comparison-free results dominates the computational cost of the comparisons. Figure 4.9 confirms our intuition on BOOKS and TAXIS (the plots for WEBKIT and GREEND exhibit exactly the same trend as BOOKS and TAXIS, respectively). For different values of $m$ and for $10 K$ queries, we report the overall time spend for comparisons between data intervals and query intervals, denoted by $C_{c m p}$, and the overall time spent to output results with no comparisons, denoted by $C_{a c c}$, i.e., the time taken for simply accessing data intervals which are guaranteed query results. We also include the total execution time, i.e., $C_{c m p}+C_{a c c}$.

The plots clearly show the expected behaviour. For small values of $m$, the cost of conducting comparisons dominates the total execution cost, because the partitions at the bottom level $m$ of the index have large extents and numerous intervals. As the value of $m$ increases, the fraction of the results collected from just accessing the contents of partitions rises, increasing the $C_{a c c}$ cost. The optimal values $m_{\text {opt }}$ (i.e., where the total execution time is the lowest possible occur after $C_{a c c}$ exceeds $C_{c m p}$. In fact, we notice that increasing $m$ beyond $m_{\text {opt }}$ roughly eliminates the cost of comparisons ( $C_{c m p} \approx 0$ ), because the partitions are much shorter than the query intervals, while the total cost essentially equals the cost of simply accessing the intervals from the comparison-free partitions.

To determine $m_{\text {opt }}$, our model in Section 4.1 .3 selects the smallest $m$ value for which the index converges within $3 \%$ to its lowest estimated cost. Table 4.6 reports, for each real dataset, $m_{\text {opt }}$ (est.) and (2) $m_{\text {opt }}$ (exps), which brings the highest throughput in our tests. Overall, our model estimates a value of $m_{\text {opt }}$ which is very close to the experimentally best value of $m$. Despite a larger gap for WEBKIT, the measured throughput for the estimated $m_{\text {opt }}=9$ is only $5 \%$ lower than the best observed throughput.

Table 4.6: Statistics and parameter setting

| index | parameter | BOOKS | WEBKIT | TAXIS | GREEND |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Period | \#levels | 4 | 4 | 7 | 8 |
|  | \#coarse partitions | 100 | 100 | 100 | 100 |
|  | \#checkpoints | 6000 | 6000 | 8000 | 8000 |
| HINT-grid $^{m}$ | \#partitions | 500 | 300 | 4000 | 30000 |
|  | $m_{\text {opt }}$ (est.) | 9 | 9 | 16 | 16 |
|  | $m_{\text {opt }}$ (exps) | 10 | 12 | 17 | 17 |
|  | rep. factor $k$ (est.) | 6.09 | 8.98 | 1.98 | 1 |
|  | rep. factor $k$ (exps) | 5.13 | 6.07 | 2.14 | 1.0013 |
|  | avg. comp. part. | 3.226 | 3.538 | 3.856 | 2.937 |
|  | no comp. results | $99.9 \%$ | $99.9 \%$ | $99.8 \%$ | $99.3 \%$ |

## Discussion

Table 4.6 also shows the replication factor $k$ of the index, i.e., the average number of partitions in which every interval is stored, as predicted by our space complexity analysis (see Theorem 4.1) and as measured experimentally. As expected, the replication factor is high on BOOKS, WEBKIT due to the large number of long intervals, and low on TAXIS, GREEND where the intervals are very short and stored at the bottom levels. Although our analysis uses simple statistics, the predictions are quite accurate.

The next line of the table (avg. comp. part.) shows the average number of $\mathrm{HINT}^{m}$ partitions for which comparisons were conducted. Consistently to our analysis in Section 4.1.2, all numbers are below 4, which means that the performance of HINT ${ }^{m}$ is very close to the performance of the comparison-free, but space-demanding HINT. To further elaborate on the number of required comparisons, we last show the fraction of the results produced by $\mathrm{HINT}^{m}$ without any comparisons. We observe that in all datasets over $99 \%$ of the results are collected with no comparisons, which further explains how $\operatorname{HINT}^{m}$ is able to match the performance of the comparison-free HINT.

### 4.3.3 Index performance comparison

Next, we compare the optimized versions of HINT and HINT ${ }^{m}$ against the previous work competitors. We start with our tests on the real datasets. For HINT ${ }^{m}$, we set $m$ to the best value on each dataset, according to Table 4.6. Similarly, we set the number of partitions for 1D-grid, the number of checkpoints for the timeline index,

[^4]Table 4.7: Comparing index size [MBs]

| index | BOOKS | WEBKIT | TAXIS | GREEND |
| :---: | :---: | :---: | :---: | :---: |
| Interval tree | 97 | 115 | 3125 | 2241 |
| Period | 210 | 217 | 2278 | $\mathbf{1 2 6 2}$ |
| Timeline | 4916 | 5671 | 4203 | 2525 |
| 1D-grid | 949 | 604 | 2165 | 1264 |
| HINT | 273 | 337 | 7733 | 10131 |
| HINT $^{m}$ | $\mathbf{8 1}$ | $\mathbf{9 8}$ | $\mathbf{2 0 3 9}$ | 1278 |

Table 4.8: Comparing index time [sec]

| index | BOOKS | WEBKIT | TAXIS | GREEND |
| :---: | :---: | :---: | :---: | :---: |
| Interval tree | $\mathbf{0 . 2 5}$ | $\mathbf{0 . 3 3}$ | 47.2 | 26.8 |
| Period | 1.15 | 1.35 | 76.9 | 46.4 |
| Timeline | 12.7 | 19.2 | 40.4 | 15.9 |
| 1D-grid | 1.26 | 0.95 | $\mathbf{4 . 0 2}$ | $\mathbf{2 . 2 4}$ |
| HINT | 1.70 | 11.8 | 49.6 | 36.5 |
| HINT $^{m}$ | 0.73 | 0.53 | 22.8 | 8.58 |

and the number of levels and number of coarse partitions for the period index (see Table 4.6). Table 4.7 shows the sizes of each index in memory and Table 4.8 shows the construction cost of each index, for the default query extent $0.1 \%$. Regarding space, HINT $^{m}$ along with the interval tree and the period index have the lowest requirements on datasets with long intervals (BOOKS and WEBKIT) and very similar to 1D-grid in the rest. In TAXIS and GREEND where the intervals are indexed mainly at the bottom level, the space requirements of HINT ${ }^{m}$ are significantly lower than our comparisonfree HINT due to limiting the number of levels. When compared to the raw data (see Table 4.3), HINT $^{m}$ is 2 to 3 times bigger for BOOKS and WEBKIT (which contain many long intervals), and 1 time bigger for GREEND and TAXIS. These ratios are smaller than the replication ratios $k$ reported in Table 4.6, thanks to our storage optimization (cf. Section 4.2.1). Due to its simplicity, 1D-grid has the lowest index time across all datasets. Nevertheless, HINT ${ }^{m}$ is the runner up in most of the cases, especially for the biggest inputs, i.e., TAXIS and GREEND, while in BOOKS and WEBKIT, its index time is very close to the interval tree.

Figure 4.10 compares the query throughputs of all indices on queries of various extents (as a percentage of the domain size). The first set of bars in each plot corresponds to stabbing queries, i.e., queries of 0 extent. We observe that HINT and HINT $^{m}$ outperform the competition by almost one order of magnitude, across the board. In fact, only on GREEND the performance for one of the competitors, i.e.,

1D-grid, comes close to the performance of our hierarchical indexing. Due to the extremely short intervals in GREEND (see Table 4.3) the vast majority of the results are collected from the bottom level of HINT/HINT ${ }^{m}$, which essentially resembles the evaluation process in 1D-grid. Nevertheless, our indices are even in this case faster as they require no duplicate elimination.

HINT $^{m}$ is the best index overall, as it achieves the performance of HINT, requiring less space, confirming the findings of our analysis in Section 4.1.2. As shown in Table 4.7, HINT always has higher space requirements than HINT $^{m}$; even up to an order of magnitude higher in case of GREEND. What is more, since HINT ${ }^{m}$ offers the option to control the occupied space in memory by appropriately setting the $m$ parameter, it can handle scenarios with space limitations. HINT is marginally better than HINT $^{m}$ only on datasets with short intervals (TAXIS and GREEND) and only for selective queries. In these cases, the intervals are stored at the lowest levels of the hierarchy where HINT ${ }^{m}$ typically needs to conduct comparisons to identify results, but HINT applies comparison-free retrieval.

The next set of tests are on synthetic datasets. In each test, we fix all but one parameters (domain size, cardinality, $\alpha, \sigma$, query extent) to their default values and varied one (see Table 4.4). The value of $m$ for $\mathrm{HINT}^{m}$, the number of partitions for 1Dgrid, the number of checkpoints for the timeline index and the number of levels/coarse partitions for the period index are set to their best values on each dataset. The results, shown in Figure 4.11, follow a similar trend to the tests on the real datasets. HINT and HINT $^{m}$ are always significantly faster than the competition, . Different to the real datasets, 1D-grid is steadily outperformed by the other three competitors. Intuitively, the uniform partitioning of the domain in 1D-grid cannot cope with the skewness of the synthetic datasets. As expected the domain size, the dataset cardinality and the query extent have a negative impact on the performance of all indices. Essentially, increasing the domain size under a fixed query extent, affects the performance similar to increasing the query extent, i.e., the queries become longer and less selective, including more results. Further, the querying cost grows linearly with the dataset size since the number of query results are proportional to it. HINT ${ }^{m}$ occupies around $8 \%$ more space than the raw data, because the replication factor $k$ is close to 1 . In contrast, as $\alpha$ grows, the intervals become shorter, so the query performance improves. Similarly, when increasing $\sigma$ the intervals are more widespread, meaning that the queries are expected to retrieve fewer results, and the query cost drops accordingly.

Table 4.9: Throughput [operations/sec], total cost [sec]
BOOKS

| index | operation |  |  | total cost |
| :---: | :---: | :---: | :---: | :---: |
|  | queries | insertions | deletions |  |
| Interval tree | 1,258 | 5,841 | 1,142 | 9.63 |
| Period index | 3,088 | 519,904 | 765 | 4.52 |
| 1D-grid $^{3,739}$ | 411,540 | 165 | 8.68 |  |
| subs+sopt HINT $^{m}$ | 14,390 | $2,405,228$ | 2,201 | 1.14 |
| HINT $^{m}$ | $\mathbf{4 0 , 3 1 1}$ | $\mathbf{3 , 6 8 0 , 4 5 7}$ | $\mathbf{5 , 9 2 8}$ | $\mathbf{0 . 4 1}$ |

TAXIS

| index | operation |  |  | total cost |
| :---: | :---: | :---: | :---: | :---: |
|  | queries | insertions | deletions |  |
| Interval tree | 2,619 | 61,923 | 14,318 | 3.93 |
| Period index | 2,695 | $1,026,423$ | 21,293 | 3.76 |
| 1D-grid | 2,572 | $\mathbf{8 , 3 4 7 , 2 7 3}$ | 16,236 | 3.95 |
| ${\text { subs+sopt } \text { HINT }^{m}}^{2}$ | 8,774 | $4,407,743$ | 71,122 | 71,122 |
| HINT $^{m}$ | $\mathbf{2 8 , 5 9 6}$ | $6,745,622$ | $\mathbf{9 0 , 4 6 0}$ | $\mathbf{0 . 3 6}$ |

### 4.3.4 Updates

We now test the efficiency of HINT $^{m}$ in updates using both the update-friendly version of HINT $^{m}$ (Section 4.1.4), denoted by subs+sopt HINT $^{m}$, and the hybrid setting for the fully-optimized index from Section 4.2.4, denoted as $\mathrm{HINT}^{m}$. We index offline the first $90 \%$ of the intervals for each real dataset in batch and then execute a mixed workload with 10 K queries of $0.1 \%$ extent, 5 K insertions of new intervals (randomly selected from the remaining $10 \%$ of the dataset) and 1 K random deletions. Table 4.9 reports our findings for BOOKS and TAXIS; the results for WEBKIT and GREEND follow the same trend. Note that we excluded Timeline since the index is designed for temporal (versioned) data where updates only happen as new events are appended at the end of the event list, and the comparison-free HINT, for which our tests have already shown a similar performance to $\mathrm{HINT}^{m}$ with higher indexing/ storing costs. Also, all indices handle deletions with "tombstones". We observe that both versions of HINT" outperform the competition by a wide margin. An exception arises on TAXIS, as the short intervals are inserted in only one partition in 1D-grid. The interval tree has in fact several orders of magnitude slower updates due to the extra cost of maintaining the partitions in the tree sorted at all time. Overall, we also observe that the hybrid HINT $^{m}$ setting is the most efficient index as the smaller delta subs+sopt HINT $^{m}$ handles insertions faster than the $90 \%$ pre-filled subs+sopt HINT $^{m}$.

### 4.3.5 Interval Joins

The last experiment in the first part of our analysis investigates the applicability of HINT $^{m}$ to the evaluation of interval joins. In this operation, given two input datasets $R, S$, the objective is to find all pairs of intervals $(r, s), r \in R, s \in S$, such that $r$ G-OVERLAPS with $s$.

When none of the R, S input collections are indexed, we employ the optFS algorithm from [27, 28] to compute the $R \bowtie S$ join. In what follows, we discuss how to further enhance the performance of this approach by extending optFS towards two directions. First, the study in [27, 28] considered a space-based partitioning (referred to as "domain-based partitioning") solely as a means for processing the join in parallel. Here, we extend optFS to employ such a partitioning also for the single-threaded computation. Second, a domain partition in [27,28] from each input collection is split into 3 sub-divisions; $P^{O}, P^{R_{i n}}$ and $P^{R_{a f t}}$ (referred to as classes $\mathrm{A}, \mathrm{B}$ and C , respectively in [27, 28]). Sub-divisions $P^{R_{i n}}$ and $P^{R_{\text {aft }}}$ are identical to the ones considered by HINT, while $P^{O}$ consists of all intervals starting inside a partition, regardless where they end, i.e., $P^{O}=P_{\text {in }}^{O} \bigcup P_{\text {aft }}^{O}$. We extend the domain-based partitioning to consider all 4 sub-divisions introduced in Chapter 4.

Specifically, the unified $\mathcal{R} \bigcup S$ domain is first split into $k$ equally sized, nonoverlapping stripes; each stripe holds a partition for input R and one for S . An interval $s \in S$ (resp. $r \in R$ ) is assigned to the partition of the stripe that contains s.st and replicated to the partitions of all other stripes it intersects. With this partitioning in place an $R \bowtie S$ join is broken down into $k$ independent partition-to-partition joins, i.e., $R: P_{1} \bowtie S: P_{1}, \ldots, R: P_{k} \bowtie S: P_{k}$. Next, in a similar fashion to HINT, every domain partition $P$ from each collection, is further divided into 4 sub-divisions $P^{O_{i n}}, P^{O_{\text {aft }}}, P^{R_{i n}}$ and $P^{R_{a f t}}$. With these subdivisions in place, we now break down every partition-to-partition join into 16 smaller tasks, called mini-joins. Figure 4.12 illustrates this mini-joins breakdown. We next elaborate on the computation of every mini-join type:

- The 3 original-to-original mini-joins $R: P^{O_{i n}} \bowtie S: P^{O_{i n}}, R: P^{O_{i n}} \bowtie S: P^{O_{a f t}}$ and $R: P^{O_{a f t}} \bowtie S: P^{O_{i n}}$ have identical complexity to the original $R \bowtie S$ join. Therefore, these mini-joins are evaluated as normal, i.e., using the optimized FS algorithm, optFS from [27, 28].
- The remaining original-to-original mini-join $R: P^{O_{a f t}} \bowtie S: P^{O_{a f t}}$ differs from
the previous case. By definition, a $(r, s)$ pair of intervals in this case always overlap, regardless where their start is located inside the corresponding stripe, as they both span to the next stripe. Under this premise, $R: P^{O_{a f t}} \bowtie S: P^{O_{\text {aft }}}$ is computed without conducting any comparisons, in a cross-product fashion; we highlight this mini-join in pink color, in Figure 4.12.
- For the 4 original-to-replica mini-joins $R: P^{O_{i n}} \bowtie S: P^{R_{i n}}, R: P^{O_{a f t}} \bowtie S: P^{R_{i n}}$, $R: P^{R_{i n}} \bowtie S: P^{O_{i n}}$ and $R: P^{R_{i n}} \bowtie S: P^{O_{a f t}}$, a simplified (reduced) version of optFS can be used. As every replica interval inside $P^{R_{i n}}$ starts in a preceding stripe, optFS only conducts forward scans to the $P^{O_{\text {in }}}$ or $P^{O_{\text {aft }}}$ sub-divisions from the other input; no forward scans are needed for the original intervals. In addition, if the grouping optimization is activated, the entire $P^{R_{i n}}$ is used as a group. We highlight this mini-join type in blue, in Figure 4.12.
- Every interval in $P^{R_{\text {aft }}}$ spans the entire range of the corresponding domain stripe. Thus, such intervals intersect by definition with all intervals from the other input that start inside the same stripe, i.e., the intervals stored inside the $P^{O_{\text {in }}}$ and $P^{O_{\text {aft }}}$ sub-divisions. Hence, the 4 original-to-replicas mini-joins $R: P^{O_{\text {in }}} \bowtie S: P^{R_{\text {aft }}}, R: P^{O_{\text {aft }}} \bowtie S: P^{R_{\text {aft }}}, R: P^{R_{\text {aft }}} \bowtie S: P^{O_{i n}}$ and $R:$ $P^{R_{\text {aft }}} \bowtie S: P^{O_{\text {aft }}}$ are computed as cross-products and we color them in pink in Figure 4.12.
- Last, to avoid producing duplicate results, a join result $(r, s)$ is reported only if at least one of the involved intervals is not a replica, i.e., if it is not contained inside a $P^{R_{i n}}$ or a $P^{R_{\text {aft }}}$ sub-division. Under this premise, we never compute the 4 replica-to-replica mini-joins $R: P^{R_{i n}} \bowtie S: P^{R_{i n}}, R: P^{R_{i n}} \bowtie S: P^{R_{a f t}}$, $R: P^{R_{\text {aft }}} \bowtie S: P^{R_{\text {in }}}$ and $R: P^{R_{\text {aft }}} \bowtie S: P^{R_{\text {aft }}}$, shaded in orange color in Figure 4.12.

The rationale is that if the outer dataset $R$ is very small compared to the inner dataset $S$, an index already available for $S$ can be used to evaluate fast the join in an index nested loops fashion. Hence, we show how $\mathrm{HINT}^{m}$ constructed for each of the four real datasets can be used to evaluate joins where the outer relation is a random sample of the same dataset. As part of the join process, we sort the outer dataset $R$ in order to achieve better cache locality between consecutive probes to the inner dataset $S$. As a competitor, we used the state-of-the-art interval join algorithm [28], which
sorts both join inputs and applies a specialized sweeping algorithm optFS. Figure 4.15 shows the results for various sizes $|R|$ of the outer dataset $R$. The results confirm our expectation. For small sizes of $|R|$, HINT $^{m}$ is able to outperform the algorithm of [28]. On the TAXIS dataset, in particular, HINT $^{m}$ loses to [28] only when $|R| /|S| \geq 50 \%$.

### 4.4 Conclusions

We proposed a hierarchical index (HINT) for intervals, which has low space complexity and minimizes the number of data accesses and comparisons during query evaluation. Our experiments on real and synthetic datasets shows that HINT outperforms previous work by one order of magnitude in a wide variety of interval data and query distributions.

```
Algorithm 4.3 Searching HINT \({ }^{m}\)
Input : HINT \({ }^{m}\) index \(\mathcal{H}\), query interval \(q\)
Output : set \(\mathcal{R}\) of intervals that overlap with \(q\)
compfirst \(\leftarrow T R U E\); complast \(\leftarrow T R U E\)
\(\mathcal{R} \leftarrow \emptyset\)
for \(\ell=m\) to 0 do \(\quad \triangleright\) bottom-up
    \(f \leftarrow \operatorname{prefix}(\ell, q . s t) ; l \leftarrow \operatorname{prefix}(\ell, q . e n d)\)
    for \(i=f\) to \(l\) do
    if \(i=f\) then \(\quad \triangleright\) first overlapping partition
            if \(i=l\) and compfirst and complast then
                \(\mathcal{R} \leftarrow \mathcal{R} \cup\left\{\right.\) s.id| \(\mid s \in \mathcal{H} . P_{\ell, i}^{O}, q . s t \leq\) s.end \(\wedge\) s.st \(\left.\leq q . e n d\right\}\)
                \(\mathcal{R} \leftarrow \mathcal{R} \cup\left\{\right.\) s.id \(\mid s \in \mathcal{H} . P_{\ell, i}^{R}, q . s t \leq\) s.end \(\}\)
            end
            else if \(i=l\) and complast then
                \(\mathcal{R} \leftarrow \mathcal{R} \cup\left\{s . i d \mid s \in \mathcal{H} . P_{\ell, i}^{O}, s . s t \leq q . e n d\right\}\)
                    \(\mathcal{R} \leftarrow \mathcal{R} \cup\left\{s . i d \mid s \in \mathcal{H} . P^{R}\right\}\)
            end
            else if compfirst then
                \(\mathcal{R} \leftarrow \mathcal{R} \cup\left\{s . i d \mid s \in \mathcal{H} . P_{\ell, i}^{O} \cup \mathcal{H} . P_{\ell, i}^{R}, q . s t \leq s . e n d\right\}\)
            end
            else
                \(\mathcal{R} \leftarrow{ }^{`} \mathcal{R} \cup\left\{s . i d \mid s \in \mathcal{H} . P_{\ell, i}^{O} \cup \mathcal{H} . P_{\ell, i}^{R}\right\}\)
            end
    end
    else if \(i=l\) and complast then \(\quad \triangleright\) last partition, \(l>f\)
        \(\mathcal{R} \leftarrow \mathcal{R} \cup\left\{s . i d \mid s \in \mathcal{H} . P_{\ell, i}^{O}\right.\), s.st \(\left.\leq q . e n d\right\}\)
    end
    else \(\triangleright\) in-between or last ( \(l>f\) ), no comparisons
        \(\mathcal{R} \leftarrow \mathcal{R} \cup\left\{s . i d \mid s \in \mathcal{H} . P_{\ell, i}^{O}\right\}\)
    end
    end
```

```
    if f mod 2=0 then
```

    if f mod 2=0 then
                                    last bit of f is 0
                                    last bit of f is 0
    compfirst \(\leftarrow F A L S E\)
    end
    if \(l \bmod 2=1\) then \(\quad \triangleright\) last bit of \(l\) is 1
    complast \(\leftarrow F A L S E\)
    end
    end
return $\mathcal{R}$

```


Figure 4.7: Optimizing HINT \(^{m}\) : subdivisions and space decomposition


Figure 4.8: Optimizing HINT \(^{m}\) : impact of handling skewness \& sparsity and reducing cache misses optimizations
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Figure 4.9: Setting \(m\) : measured costs


Figure 4.10: Comparing throughputs, real datasets


Figure 4.11: Comparing throughputs, synthetic datasets
\begin{tabular}{|c|c|c|c|}
\hline normal & normal & reduced & cross-product \\
\hline \(\mathcal{R}: P^{O_{i n}} \bowtie \mathcal{S}: P^{O_{i n}}\) & \(\mathcal{R}: P^{O_{i n}} \bowtie \mathcal{S}: P^{O_{a f t}}\) & \(\mathcal{R}: P^{O_{i n}} \bowtie \mathcal{S}: P^{R_{i n}}\) & \(\mathcal{R}: P^{O_{i n}} \bowtie \mathcal{S}: P^{R_{a f t}}\) \\
\hline normal & cross-product & reduced & cross-product \\
\hline  &  &  &  \\
\hline \(\mathcal{R}: P^{O_{a f t}} \bowtie \mathcal{S}: P^{O_{i n}}\) & \(\mathcal{R}: P^{O_{a f t}} \bowtie \mathcal{S}: P^{O_{a f t}}\) & \(\mathcal{R}: P^{O_{\text {aft }}} \bowtie \mathcal{S}: P^{R_{\text {in }}}\) & \(\mathcal{R}: P^{O_{a f t}} \bowtie \mathcal{S}: P^{R_{a f t}}\) \\
\hline reduced & reduced &  &  \\
\hline \(\mathcal{R}: P^{R_{i n}} \bowtie \mathcal{S}: P^{O_{i n}}\) & \(\mathcal{R}: P^{R_{i n}} \bowtie \mathcal{S}: P^{O_{a f t}}\) & \(\mathcal{R}: P^{R_{n!}} \subseteq \mathcal{S}: P^{R_{i n}}\) & \(\mathcal{R}: P^{R_{i n}} 叩 \mathcal{S}: P^{R_{0 f t}}\) \\
\hline cross-product & cross-product &  &  \\
\hline \(\mathcal{R}: P^{R_{a f t}} \bowtie \mathcal{S}: P^{O_{\text {in }}}\) & \(\mathcal{R}: P^{R_{a f t}} \bowtie \mathcal{S}: P^{O_{a f t}}\) & \(\mathcal{R}: P^{R_{i f t}} \triangleright \mathcal{S}: P^{R_{i n}}\) & \(\mathcal{R}: P^{R_{0 f} t} \square \mathcal{S}: P^{R_{a f t}}\) \\
\hline
\end{tabular}

Figure 4.12: Mini-joins breakdown for partition-to-partition joins
\begin{tabular}{|llll|}
\hline partitioning \(\square\) & sorting \(\square\) & bucket indexing \(\square\) & joining \(\square\) ■ \\
\hline
\end{tabular}


Figure 4.13: Join processing breakdown: unindexed inputs


Figure 4.14: Join processing: unindexed inputs


Figure 4.15: G-OVERLAPS based interval joins, real datasets

\section*{Chapter 5}

\section*{Indexing for Allen’s algebra}

\subsection*{5.1 Supporting Allen's Algebra}

\subsection*{5.2 Experiments on Allen's Algebra}

\subsection*{5.3 Conclusions}

In this chapter, we generalize HINT to efficiently answer queries that involve Allen's predicates, allowing for more complex interval data analysis. The main challenge is to optimize the index for all the query predicates, which access differently the relevant partitions. Another challenge emerges from the increased information we need to keep for each interval, because different endpoints are useful for answering different query predicates. Our index is evaluated against the state-of-the-art solutions with multiple real datasets. Our experiments show a small increase in storage consumption but also a consistent lead in query throughput.

Outline The rest of the chapter is organized as follows. Section 5.1 discusses necessary changes to HINT \(^{m}\) for efficiently evaluating selection queries under the Allen's algebra relationships, and Section 5.2 follows up with the experimental evaluation. Finally, Section 5.3 concludes the chapter.

Table 5.1: Supporting Allen's algebra, setup optimized for G-OVERLAPS relationship (Table 4.2)
\begin{tabular}{|c|c|c|}
\hline \(q\) REL \(s\) & definition & result set \\
\hline EQUALS & \[
\begin{aligned}
& q . s t=\text { s.st } \wedge \\
& q . e n d=\text { s.end }
\end{aligned}
\] & \[
\begin{aligned}
& \text { if } f=l,\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t \wedge q . e n d=s . e n d\right\} \\
& \text { else }\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t=s . s t\right\} \bigcap\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d=s . e n d\right\}
\end{aligned}
\] \\
\hline STARTS & \[
\begin{aligned}
& \text { q.st }=\text { s.st } \wedge \\
& \text { q.end }<\text { s.end }
\end{aligned}
\] & \[
\begin{aligned}
& \forall \ell: \text { if } f=l,\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t \wedge q . e n d<\text { s.end }\right\} \cup\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t=s . s t\right\} \\
& \quad \text { else }\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t=s . s t\right\} \cap\left\{\bigcup_{\forall \ell^{\prime}}\left\{\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d<\text { s.end }\right\} \cup P_{\ell^{\prime}, l}^{R_{a f t}}\right\}\right\}
\end{aligned}
\] \\
\hline STARTED_BY & \[
\begin{aligned}
& \text { q.st }=\text { s.st } \wedge \\
& \text { q.end }>\text { s.end }
\end{aligned}
\] & \[
\begin{aligned}
& \forall \ell: \text { if } f=l,\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t \wedge q . e n d>s . e n d\right\} \\
& \quad \text { else }\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t\right\} \cup \\
& \quad\left\{\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t=s . s t\right\} \cap\left\{\bigcup_{\forall \ell^{\prime}}\left\{\left\{\bigcup_{\forall f<i<l} P_{\ell^{\prime}, i}^{R_{i n}}\right\} \cup\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d>s . e n d\right\}\right\}\right\}\right\}
\end{aligned}
\] \\
\hline FINISHES & \[
\begin{gathered}
q . e n d=\text { s.end } \wedge \\
q . s t>\text { s.st }
\end{gathered}
\] & \[
\begin{aligned}
& \forall \ell: \text { if } f=l,\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=s . e n d \wedge q . s t>s . s t\right\} \cup\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=\text { s.end }\right\} \\
& \quad \text { else }\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=\text { s.end }\right\} \cap\left\{\bigcup_{\forall \ell^{\prime}}\left\{\left\{s \in P_{\ell^{\prime}, f}^{O_{a f t}}: q . s t>s . s t\right\} \cup P_{\ell^{\prime}, f}^{R_{a f t}}\right\}\right\}
\end{aligned}
\] \\
\hline FINISHED_BY & \[
\left\lvert\, \begin{gathered}
q . e n d=\text { s.end } \wedge \\
q . s t<s . s t
\end{gathered}\right.
\] & \[
\begin{aligned}
& \forall \ell: \text { if } f=l,\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=\text { s.end } \wedge \text { q.st }<s . s t\right\} \\
& \quad \text { else }\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=\text { s.end }\right\} \bigcup \\
& \quad\left\{\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=\text { s.end }\right\} \cap\left\{\bigcup_{\forall \ell^{\prime}}\left\{\left\{s \in P_{\ell^{\prime}, f}^{O_{a f t}}: q . s t<s . s t\right\} \cup\left\{\bigcup_{\forall f<i<l} P_{\ell^{\prime}, i}^{O_{a f t}}\right\}\right\}\right\}\right\}
\end{aligned}
\] \\
\hline MEETS & \(q . e n d=s . s t\) & \(\forall \ell:\left\{s \in P_{\ell, l}^{O_{\text {in }}} \bigcup P_{\ell, l}^{O_{\text {aft }}}: q . e n d=s . s t\right\}\) \\
\hline MET_BY & \(q . s t=s . e n d\) & \(\forall \ell:\left\{s \in P_{\ell, f}^{O_{i n}} \bigcup P_{\ell, f}^{R_{i n}}: q . s t=s . e n d\right\}\) \\
\hline OVERLAPS & q.st < s.st \(\wedge\) q.end \(>\) s.st \(\wedge\) q.end \(<\) s.end & \[
\left.\begin{array}{rl}
\forall \ell \text { : if } f=l, & \left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<s . s t \wedge q . e n d>s . s t \wedge q . e n d<s . e n d\right\} \cup \\
& \left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t<s . s t \wedge q . e n d>s . s t\right\}
\end{array}\right\}
\] \\
\hline OVERLAPPED_BY & \[
\begin{gathered}
\text { q.st }>\text { s.st } \wedge \\
\text { q.st }<\text { s.end } \wedge \\
\text { q.end }>\text { s.end }
\end{gathered}
\] & \[
\left.\begin{array}{rl}
\forall \ell: \text { if } f=l, & \left\{s \in P_{\ell, f}^{O_{i n}}: q . s t>s . s t \wedge q . s t<s . e n d \wedge q . e n d>\text { s.end }\right\} \cup \\
& \left\{s \in P_{\ell, f}^{R_{i n}}: q . s t<\text { s.end } \wedge q . e n d>\text { s.end }\right\}
\end{array}\right\} \begin{aligned}
& \left\{s \in P_{\ell, f}^{O_{i n}}: q . s t>s . s t \wedge q . s t<\text { s.end }\right\} \cup\left\{s \in P_{\ell, f}^{R_{i n}}: q . s t<\text { s.end }\right\} \cup \\
& \left\{\left\{\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t>s . s t\right\} \cup P_{\ell, f}^{R_{a f t}}\right\} \cap\left\{\bigcup_{\forall \ell^{\prime}}\left\{\left\{\bigcup_{\forall f<i<l} P_{\ell^{\prime}, i}^{R_{i n}}\right\} \cup\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d>s . e n d\right\}\right\}\right\}\right\}
\end{aligned}
\] \\
\hline CONTAINS & \[
\begin{aligned}
& \text { q.st }<\text { s.st } \wedge \\
& \text { q.end }>\text { s.end }
\end{aligned}
\] & \[
\begin{aligned}
& \forall \ell \text { : if } f=l,\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<s . s t \wedge q . e n d>s . e n d\right. \\
& \quad \text { else }\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<s . s t\right\} \bigcup\left\{\bigcup_{\forall f<i<l} P_{\ell, i}^{O_{i n}}\right\} \bigcup\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d>s . e n d\right\} \cup \\
&\left\{\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t<s . s t\right\} \bigcup\left\{\bigcup_{\forall f<i<l} P_{\ell, i}^{O_{a f t}}\right\}\right\} \cap\left\{\bigcup_{\forall \ell^{\prime}}\left\{\left\{\bigcup_{\forall f<i<l} P_{\ell^{\prime}, i}^{R_{i n}}\right\} \cup\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d>\text { s.end }\right\}\right\}\right\}
\end{aligned}
\] \\
\hline CONTAINED_BY & q.st > s.st \(\wedge\) q.end \(<\) s.end & \[
\left.\begin{array}{rl}
\forall \ell: \text { if } f=l, & \left\{s \in P_{\ell, f}^{O_{i n}}: q . s t>s . s t \wedge q . e n d<s . e n d\right\} \cup\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t>s . s t\right\} \cup \\
& \left\{s \in P_{\ell, f}^{R_{i n}}: q . e n d<s . e n d\right\} \cup P_{\ell, f}^{R_{a f t}}
\end{array}\right\}
\] \\
\hline BEFORE & q.end < s.st & \(\forall \ell:\left\{s \in P_{\ell, l}^{O_{\text {in }}} \bigcup P_{\ell, l}^{O_{a f t}}: q . e n d<s . s t\right\} \cup\left\{\bigcup_{\forall i>l}\left\{P_{\ell, i}^{O_{i n}} \cup P_{\ell, i}^{O_{a f t}}\right\}\right\}\) \\
\hline AFTER & \(q . s t>s . e n d\) & \(\forall \ell:\left\{s \in P_{\ell, f}^{O_{i n}} \bigcup P_{\ell, f}^{R_{i n}}: q . s t>s . e n d\right\} \cup\left\{\bigcup_{\forall i<f}\left\{P_{\ell, i}^{O_{i n}} \bigcup P_{\ell, i}^{R_{i n}}\right\}\right\}\) \\
\hline
\end{tabular}

\subsection*{5.1 Supporting Allen's Algebra}

Table 5.1 (first two columns) summarizes the basic relationships of the algebra, each denoted by \(q\) REL \(s\), where \(q\) is the query interval and \(s\), an interval in the input collection \(\mathcal{S}\). Note that the \(G\)-OVERLAPS selection query from the previous sections identifies every interval \(s\) non-disjoint to query \(q\), i.e., a combination of all basic algebra's relationships besides BEFORE and AFTER.

We study selection queries on Allen's relationships under two setups for our hierarchical indexing. We focus on HINT \({ }^{m}\), which exhibits similar performance to the comparison-free HINT but significant lower indexing costs, as our experiments showed in Section 4.3.

\subsection*{5.1.1 Setup Optimized for G-OVERLAPS}

We start off with the \(\mathrm{HINT}^{m}\) setup from Chapter 4 (see Table 4.2), optimized for the G-OVERLAPS selection. In what follows, we discuss how queries based on Allen's relationships can be evaluated without any structural changes to the index. Table 5.1 summarizes the set of intervals reported for each selection query.

Relationship EQUALS. An EQUALS selection determines all input intervals identical to query \(q\), i.e., with \(q . e n d=\) s.end and \(q . s t=\) s.st. To answer such a query, we access two specific index partitions; the first relevant \(P_{\ell, f}\) at level \(\ell\) and the last relevant \(P_{\ell^{\prime}, l}\), at level \(\ell^{\prime} .{ }^{1}\) Intuitively, these two partitions correspond to the first and last partition where HINT \(^{m}\) would store the query interval \(q\), respectively. We then distinguish between two cases. If \(q\) overlaps a single partition, i.e., if \(f=l\), we need only the intervals that both start and end inside this partition, i.e., the \(P_{\ell, f}^{O_{\text {in }}}\) subdivision. So, we report set \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t \wedge q . e n d=s . e n d\right\}\). Otherwise, if \(f \neq l\), we report results among the intervals that start in the first relevant partition (from \(P_{\ell, f}^{O_{\text {aft }}}\) ) and end in the last (from \(P_{\ell^{\prime}, l}^{R_{i n}}\) ), i.e., set \(\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t=s . s t\right\} \cap\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d=s . e n d\right\}\). Note that we cannot directly check q.end \(=\) s.end as \(P_{\ell, f}^{O_{a f t}}\) stores only s.st (and s.id). Relationship STARTS. According to Allen's algebra, a STARTS selection query reports all intervals that start where \(q\) does, i.e., with \(q . s t=s . s t\), but outlive its end, i.e., with q.end \(<\) s.end. By construction, HINT \(^{m}\) stores such intervals as originals in the first relevant partition. We consider two cases for every index level \(\ell\). If \(f=l\), we report

\footnotetext{
\({ }^{1}\) In the general case, \(\ell \neq \ell^{\prime}\) holds for levels \(\ell\) and \(\ell^{\prime}\).
}
each interval in the \(P_{\ell, f}^{O_{i n}}\) subdivision that satisfies both query conditions and each interval in \(P_{\ell, f}^{O_{\text {aft }}}\) that satisfies only \(q . s t=s . s t\); for the latter intervals, their s.end is by construction after q.end. So, we report \(\left\{s \in P_{\ell, f}^{O_{\text {in }}}: q . s t=\right.\) s.st \(\wedge q . e n d<\) s.end \(\} \cup\) \(\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t=s . s t\right\}\). In contrast, if \(f \neq l\), the results can only come from the intervals that end after the first relevant partition at current level \(\ell\), i.e., from \(P_{\ell, f}^{O_{\text {aft }}}\). But, as subdivisions \(P_{\ell, f}^{O_{\text {aft }}}\) store only s.st according to Table 4.2, we cannot directly check the q.end \(<\) s.end condition. Instead, we rely on the replicas inside the last relevant partition at any index level. Intuitively, if an interval \(\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t=s . s t\right\}\) is stored as a replica in the last relevant partition \(l\) at a level \(\ell^{\prime}\), which either (1) ends inside \(l\) (i.e., \(s \in P_{\ell^{\prime}, l}^{R_{i n}}\) ) but after \(q . e n d\) or (2) outlives the partition (i.e., \(s \in P_{\ell^{\prime}, l}^{R_{a f t}}\) ) then \(q . e n d<\) s.end holds for \(s\). The above sets are computed as \(\bigcup_{\forall \ell^{\prime}}\left\{\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d<\right.\right.\) s.end \(\left.\} \cup P_{\ell^{\prime}, l}^{R_{a f t}}\right\}\).
Relationship STARTED_BY. As an inverse to STARTS, a STARTED_BY selection determines all intervals that again start at q.st but end before q.end. Therefore, if \(f=l\) holds at a level \(\ell\), we consider only the intervals that both start and end inside the partition, reporting set \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t \wedge q . e n d>s . e n d\right\}\). Otherwise, results are found among all originals in \(f\). For the \(P_{\ell, f}^{O_{i n}}\) subdivision, we directly output \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t\right\}\) as their \(s . e n d\) is by construction before \(q . e n d\). For the intervals in \(s \in P_{\ell, f}^{O_{\text {aft }}}\) with \(q . s t=s . s t\), we apply a similar technique to STARTS for checking the \(q . e n d>\) s.end condition. Intuitively, such an interval \(s\) will be reported if it ends at any level \(\ell^{\prime}\), either inside a partition \(i\) with \(f<i<l\) or in the last relevant partition \(l\) but before q.end. For this purpose, we check if \(s\) is inside set \(\bigcup_{\forall \ell^{\prime}}\left\{\left\{\bigcup_{\forall f<i<l} P_{\ell^{\prime}, i}^{R_{i n}}\right\} \bigcup\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d>\right.\right.\) s.end \(\left.\}\right\}\).
Relationship FINISHES. This selection query returns all intervals that end exactly where query \(q\) does, i.e., with \(q . e n d=\) s.end, but start before \(q\), i.e., with \(q . s t>\) s.st. If \(q\) overlaps a single partition \((f=l)\) at a level \(\ell\), we consider the intervals that end in the last relevant partition \(l:\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=s . e n d \wedge q . s t>s . s t\right\} \cup\) \(\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=s . e n d\right\}\). Otherwise \((f \neq l)\), only replicas that end inside partition \(l\) (Subdivision \(P_{\ell, l}^{R_{i n}}\) ) with q.end \(=\) s.end can be part of the results. To this end, we face a similar challenge to STARTS/STARTED_BY as \(P_{\ell, l}^{R_{i n}}\) does not store s.st (see Table 4.2) to directly check \(q\).st \(>\) s.st. The solution is to check if an interval \(\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=\right.\) s.end \(\}\) is contained in set \(\bigcup_{\forall \ell^{\prime}}\left\{\left\{s \in P_{\ell^{\prime}, f}^{O_{\text {aft }}}: q . s t>s . s t\right\} \bigcup P_{\ell^{\prime}, f}^{R_{\text {aft }}}\right\}\), i.e., the intervals that either (1) start before \(q\).st in the first relevant partition \(f\) at any level \(\ell^{\prime}\) or (2) are stored in \(P_{\ell^{\prime}, f}^{R_{\text {aft }}}\) and so, their start is by construction before q.st.

Relationship FINISHED_BY. A FINISHED_BY selection inverses the second condition of FINISHES, determining intervals with \(q\).end \(=\) s.end and \(q\).st \(<s\).st. For a level \(\ell\), if \(f=l\) we report the intervals that start and end inside the partition, and satisfy both conditions, i.e., set \(\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=s . e n d \wedge q . s t<s . s t\right\}\). Otherwise \((f \neq l)\), the results are among all intervals that end in partition l, i.e., set \(\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=s . e n d\right\} \cup\) \(\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=s . e n d\right\}\). For the intervals from subdivision \(P_{\ell, l}^{O_{i n}}, q . s t<s . s t\) holds by construction while for \(P_{\ell, l}^{R_{i n}}\) intervals, a direct check of the condition is not possible. Instead, we check such an interval \(s\) against the set of intervals that start either (1) after \(q\) in the first relevant partition at any level \(\ell^{\prime}\) or (2) inside the partitions in between the first and the last relevant; set \(\bigcup_{\forall \ell^{\prime}}\left\{\left\{s \in P_{\ell^{\prime}, f}^{O_{a f t}}: q . s t<s . s t\right\} \bigcup\left\{\bigcup_{\forall f<i<l} P_{\ell^{\prime}, i}^{O_{a f t}}\right\}\right\}\).
Relationship MEETS. This selection query returns all intervals that start at q.end. Under this, we report for each level \(\ell\), all originals in the last relevant partition \(l\) that satisfy the \(q\).end \(=s . s t\) condition, i.e., set \(\left\{s \in P_{\ell, l}^{O_{i n}} \bigcup P_{\ell, l}^{O_{\text {aft }}}: q . e n d=s . s t\right\}\).
Relationship MET_BY. This selection query returns all intervals that end at q.st. To this end, the results are among the intervals that end inside the first relevant partition \(f\), i.e., set \(\left\{s \in P_{\ell, f}^{O_{i n}} \bigcup P_{\ell, f}^{R_{i n}}: q . s t=s . e n d\right\}\), at each level \(\ell\).

Relationship OVERLAPS. An OVERLAPS selection determines all non-disjoint intervals to query \(q\), which start after \(q\).st and end after \(q\).end. If \(q\) overlaps a single partition ( \(f=l\) ) at a level \(\ell\), such intervals are found among the originals in the partition; for the \(P_{\ell, f}^{O_{\text {in }}}\) subdivision all query conditions are checked, while for an \(s\) in \(P_{\ell, f}^{O_{a f t}}\), q.end \(<s . e n d\) always holds. So, we report set \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<\right.\) s.st \(\wedge\) q.end \(>\) s.st \(\wedge\) q.end \(<\) s.end \(\}\) \(\bigcup\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t<s . s t \wedge q . e n d>s . s t\right\}\). Otherwise, results are reported in two parts. The first part is drawn from the originals in the last relevant partition at each level \(\ell\), i.e., \(\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d>s . s t \wedge q . e n d<s . e n d\right\} \cup\left\{s \in P_{\ell, l}^{O_{\text {aft }}}: q . e n d>s . s t\right\}\). For the second part, we consider the intervals that start before partition \(l\) and outlive \(q\), i.e., set \(\left\{\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d<s . e n d\right\} \bigcup P_{\ell, l}^{R_{a f t}}\right\}\). For every such interval \(s\), q.end \(>\) s.st holds by construction, but we need to check its start against \(q . s t\). As subdivisions \(P_{\ell}^{R_{i n}}\) and \(P_{\ell}^{R_{a f t}}\) do not store s.st, we cannot directly check the \(q . s t<s . s t\) condition. Instead, we compare \(s\) against all \(P_{\ell^{\prime}}^{O_{\text {aft }}}\) at any level \(\ell^{\prime}\) that (1) either start before \(q\).st in the first relevant partition \(f\) or (2) inside every partition in between \(f\) and \(l\), i.e., set \(\bigcup_{\forall \ell^{\prime}}\left\{\left\{s \in P_{\ell^{\prime}, f}^{O_{\text {aft }}}: q . s t<s . s t\right\} \bigcup\left\{\bigcup_{\forall f<i<l} P_{\ell^{\prime}, i}^{O_{\text {aft }}}\right\}\right\}\).
Relationship OVERLAPPED_BY. As inverse to OVERLAPS, the OVERLAPPED_BY selection determines all non-disjoint intervals to \(q\) that start before \(q . s t\) and end before q.end.

If \(f=l\), we draw the results from all intervals (both originals and replicas) that end inside the partition; set \(\left\{s \in P_{\ell, f}^{O_{\text {in }}}: q . s t>s . s t \wedge q . s t<\right.\) s.end \(\wedge q . e n d>\) s.end \(\}\) \(\bigcup\left\{s \in P_{\ell, f}^{R_{i n}}: q . s t<s . e n d \wedge q . e n d>s . e n d\right\}\). Otherwise, the results consist of two parts for every level \(\ell\). The first part includes again originals and replicas that end inside the first relevant partition \(f\), but now, condition q.end \(>\) s.end always holds by construction. Hence, we report set \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t>s . s t \wedge q . s t<\right.\) s.end \(\} \cup\) \(\left\{s \in P_{\ell, f}^{R_{i n}}: q . s t<s . e n d\right\}\). For the second part, we seek results among all intervals that start before \(q\), i.e., originals \(\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t>s . s t\right\}\) and replicas \(P_{\ell, f}^{R_{\text {aft }}}\) for both sets \(q\).st < s.end holds by construction as intervals outlive the first relevant partition \(f\). As neither of the \(P_{\ell, f}^{O_{a f t}}\) and \(P_{\ell, f}^{R_{a f t}}\) subdivisions maintains s.end, we check q.end \(>\) s.end by determining the replicas at any index level \(\ell^{\prime}\) that end (1) either before the last relevant partition \(l\) or (2) inside \(l\) after q.end, i.e., set \(\bigcup_{\forall \ell^{\prime}}\left\{\left\{\bigcup_{\forall f<i<l} P_{\ell^{\prime}, i}^{R_{i n}}\right\} \bigcup\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q\right.\right.\). end \(>\) s.end \(\left.\}\right\}\).
Relationship CONTAINS. This selection query returns all intervals, fully contained inside the query interval \(q\), i.e., with \(q\).st \(<\) s.st \(\wedge\) q.end \(>\) s.end. For every level \(\ell\), if \(f=l, q\) can contain only intervals that both start and end in this partition, i.e., from subdivision \(P_{\ell, f}^{O_{i n}}\); we report set \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<\right.\) s.st \(\wedge\) q.end \(>\) s.end \(\}\). Otherwise, the results are drawn from the original intervals in every partition from the first relevant partition \(f\) to the last \(l\); for the latter only originals that end inside the partition are considered. Specifically, for the intervals in \(P_{\ell}^{O_{i n}}\) subdivisions, we report \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<s . s t\right\} \bigcup\left\{\bigcup_{\forall f<i<l} P_{\ell, i}^{O_{i n}}\right\} \bigcup\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d>s . e n d\right\}\); observe how only one condition is checked for partitions \(f\) and \(l\), while for every partition \(i\) in between, all originals that end inside \(i\) are directly output. In contrast, for all intervals in the \(P_{\ell}^{O_{a f t}}\) subdivisions, we need to check the \(q\).end \(>\) s.end condition; additionally, for every \(s \in P_{\ell, f}^{O_{a f t}}\) subdivision, we also check if \(q . s t<s . s t\) holds. As \(P_{\ell}^{O_{a f t}}\) subdivisions store only s.st, q.end \(<\) s.end is checked similarly to OVERLAPPED_BY, i.e., using set \(\bigcup_{\forall \ell^{\prime}}\left\{\left\{\bigcup_{\forall f<i<l} P_{\ell^{\prime}, i}^{R_{i n}}\right\} \cup\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d>s . e n d\right\}\right\}\).

Relationship CONTAINED_BY. This selection determines all intervals that fully contain \(q\), i.e., with q.st \(>\) s.st \(\wedge\) q.end \(<\) s.end. For each level \(\ell\), if \(f=l\), the result intervals are found among all subdivisions in the partition, reporting \(\left\{s \in P_{\ell, f}^{O_{\text {in }}}: q . s t>s . s t \wedge q . e n d<s . e n d\right\} \cup\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t>s . s t\right\} \cup\) \(\left\{s \in P_{\ell, f}^{R_{\text {in }}}: q . e n d<\right.\) s.end \(\} \cup P_{\ell, f}^{R_{a f t}}\). In contrast, if \(f \neq l\), the results are among the intervals that (1) start before \(q . s t\), corresponding to set \(\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t>s . s t\right\} \cup P_{\ell, f}^{R_{a f t}}\),
and (2) end after q.end. As the \(P_{\ell}^{O_{\text {aft }}}\) or the \(P_{\ell}^{R_{a f t}}\) subdivisions do not store s.end, in order to check the \(q\).end \(<\) s.end condition, we need to intersect the above candidates set with the replicas at any level \(\ell^{\prime}\) that either end inside the last relevant partition \(l\) or outlive it, i.e., set \(\bigcup_{\forall \ell^{\prime}}\left\{\left\{s \in P_{\ell^{\prime}, l}^{R_{i n}}: q . e n d<\right.\right.\) s.end \(\left.\} \bigcup P_{\ell^{\prime}, l}^{R_{a f t}}\right\}\).

Relationship BEFORE. A BEFORE selection determines all intervals that start after \(q\). Such intervals are found at each level \(\ell\) as originals either (1) inside the last relevant partition \(l\), if they satisfy \(q . e n d<s . s t\), i.e., set \(\left\{s \in P_{\ell, l}^{O_{i n}} \cup P_{\ell, l}^{O_{a f t}}: q . e n d<s . s t\right\}\) or (2) inside every partition after \(l\), i.e., set \(\bigcup_{\forall i>l}\left\{P_{\ell, i}^{O_{i n}} \bigcup P_{\ell, i}^{O_{\text {aft }}}\right\}\). Note that replicas from these partitions are ignored as they will only produce duplicate results.

Relationship AFTER. An AFTER selection determines all intervals that end before \(q\). Results are found at each level among the intervals which end inside either (1) the first relevant partition \(f\) and satisfy \(q . s t>s . e n d\), i.e., set \(\left\{s \in P_{\ell, f}^{O_{i n}} \bigcup P_{\ell, f}^{R_{i n}}: q . s t>s . e n d\right\}\) or (2) every partition before \(f\), i.e., set \(\bigcup_{\forall i<f}\left\{P_{\ell, i}^{O_{i n}} \bigcup P_{\ell, i}^{R_{i n}}\right\}\). Note that subdivisions \(P_{\ell, i}^{O_{a f t}}\) and \(P_{\ell, i}^{R_{a f t}}\) are ignored to avoid duplicate results.

Table 5.2: Allen's algebra relationships, 'One setup for all'
\begin{tabular}{|c|c|c|}
\hline \(q\) REL \(s\) & definition & result set \\
\hline EQUALS & \[
\begin{aligned}
& q . s t=\text { s.st } \wedge \\
& \text { q.end }=\text { s.end }
\end{aligned}
\] & if \(f=l,\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t \wedge q . e n d=s . e n d\right\}\) else \(\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t=s . s t \wedge q . e n d=\right.\) s.end \(\}\) \\
\hline STARTS & \[
\begin{aligned}
& \text { q.st }=\text { s.st } \wedge \\
& \text { q.end }<\text { s.end }
\end{aligned}
\] & \[
\begin{aligned}
& \forall \ell \text { : if } f=l,\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t \wedge q . e n d<s . e n d\right\} \cup\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t=s . s t\right\} \\
& \quad \text { else }\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t=s . s t \wedge q . e n d<\text { s.end }\right\}
\end{aligned}
\] \\
\hline STARTED_BY & \[
\begin{aligned}
& \text { q.st }=\text { s.st } \wedge \\
& \text { q.end }>\text { s.end }
\end{aligned}
\] & \[
\begin{aligned}
& \forall \ell: \text { if } f=l,\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t \wedge q . e n d>\text { s.end }\right\} \\
& \quad \text { else }\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t\right\} \cup\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t=s . s t \wedge q . e n d>s . e n d\right\}
\end{aligned}
\] \\
\hline FINISHES & \[
\begin{gathered}
\text { q.end }=\text { s.end } \wedge \\
q . s t>\text { s.st }
\end{gathered}
\] & \[
\begin{aligned}
& \forall \ell: \text { if } f=l,\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=\text { s.end } \wedge q . s t>s . s t\right\} \cup\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=\text { s.end }\right\} \\
& \quad \text { else }\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=s . e n d \wedge q . s t>s . s t\right\}
\end{aligned}
\] \\
\hline FINISHED_BY & \[
\begin{gathered}
\text { q.end }=\text { s.end } \wedge \\
q . s t<\text { s.st }
\end{gathered}
\] & \[
\begin{aligned}
& \forall \ell: \text { if } f=l,\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=s . e n d \wedge q . s t<s . s t\right\} \\
& \quad \text { else }\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=\text { s.end }\right\} \cup\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=\text { s.end } \wedge q . s t<s . s t\right\}
\end{aligned}
\] \\
\hline MEETS & \(q . e n d=s . s t\) & \(\forall \ell:\left\{s \in P_{\ell, l}^{O_{\text {in }}} \cup P_{\ell, l}^{O_{\text {aft }}}: q . e n d=s . s t\right\}\) \\
\hline MET_BY & \(q . s t=s . e n d\) & \(\forall \ell:\left\{s \in P_{\ell, f}^{O_{i n}} \bigcup P_{\ell, f}^{R_{i n}}: q . s t=s . e n d\right\}\) \\
\hline OVERLAPS & \[
\begin{gathered}
\text { q.st }<\text { s.st } \wedge \\
\text { q.end }>\text { s.st } \wedge \\
\text { q.end }<\text { s.end }
\end{gathered}
\] & \[
\left.\begin{array}{rl}
\forall \ell: \text { if } f=l, & \left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<s . s t \wedge q . e n d>s . s t \wedge q . e n d<\text { s.end }\right\} \cup \\
& \left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t<s . s t \wedge q . e n d>s . s t\right\}
\end{array}\right\} \begin{aligned}
& \text { else }\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d>s . s t \wedge q . e n d<s . e n d\right\} \cup\left\{s \in P_{\ell, l}^{O_{a f t}}: q . e n d>s . s t\right\} \cup \\
& \left\{s \in P_{\ell, l}^{R_{\text {in }}}: q . s t<s . s t \wedge q . e n d<\text { s.end }\right\} \cup\left\{s \in P_{\ell, l}^{R_{a f t}}: q . s t<s . s t\right\}
\end{aligned}
\] \\
\hline OVERLAPPED_BY & \[
\begin{gathered}
\text { q.st }>\text { s.st } \\
\text { q.st }<\text { s.end } \\
\text { q.end }>\text { s.end }
\end{gathered}
\] &  \\
\hline CONTAINS &  & \[
\begin{aligned}
& \forall \ell: \text { if } f=l,\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<s . s t \wedge q . e n d>s . e n d\right\} \\
& \text { else }\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<s . s t\right\} \cup\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t<\text { s.st } \wedge q . e n d>s . e n d\right\} \cup \\
&\left\{\bigcup_{\forall f<i<l} P_{\ell, i}^{O_{i n}}\right\} \cup\left\{s \in \bigcup_{\forall f<i<l} P_{\ell, i}^{O_{a f t}}: q . e n d>\text { s.end }\right\} \cup \\
&\left.s \in P_{\ell, l}^{O_{i n}}: q . e n d>\text { s.end }\right\}
\end{aligned}
\] \\
\hline CONTAINED_BY & \[
\begin{aligned}
& \text { q.st }>\text { s.st } \wedge \\
& \text { q.end }<\text { s.end }
\end{aligned}
\] & \[
\left.\begin{array}{rl}
\forall \ell: \text { if } f=l, & \left\{s \in P_{\ell, f}^{O_{i n}}: q . s t>s . s t \wedge q . e n d<\text { s.end }\right\} \cup\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t>s . s t\right\} \cup \\
& \left\{s \in P_{\ell, f}^{R_{\text {in }}}: q . e n d<\text { s.end }\right\} \cup P_{\ell, f}^{R_{a f t}}
\end{array}\right\}
\] \\
\hline BEFORE & q.end \(<\) s.st & \(\forall \ell:\left\{s \in P_{\ell, l}^{O_{\text {in }}} \bigcup P_{\ell, l}^{O_{\text {aft }}}: q . e n d<s . s t\right\} \cup\left\{\bigcup_{\forall i>l}\left\{P_{\ell, i}^{O_{i n}} \cup P_{\ell, i}^{O_{\text {aft }}}\right\}\right\}\) \\
\hline AFTER & q.st \(>\) s.end & \(\forall \ell:\left\{s \in P_{\ell, f}^{O_{i n}} \bigcup P_{\ell, f}^{R_{i n}}: q . s t>s . e n d\right\} \cup\left\{\bigcup_{\forall i<f}\left\{P_{\ell, i}^{O_{i n}} \cup P_{\ell, i}^{R_{i n}}\right\}\right\}\) \\
\hline
\end{tabular}

\subsection*{5.1.2 One Setup for All}

The storage optimization discussed in Section 4.2.1 allows the G-OVERLAPS setup of \(\mathrm{HINT}^{m}\) to reduce the memory footprint of the index and improve cache locality. But as an optimization technique tailored for the G-OVERLAPS relationship, it has a negative impact on Allen's algebra basic relationships. The key issue is that we cannot directly check the conditions on s.end for the \(P^{O_{a f t}}\) and \(P^{R_{a f t}}\) subdivisions and on s.st for \(P^{R_{\text {in }}}\) and \(P^{R_{\text {aft }}}\). Instead, we are forced to access extra partitions to implicitly conduct these checks, e.g., the \(P_{\ell^{\prime}, l}^{R_{i n}}\) and \(P_{\ell^{\prime}, l}^{R_{\text {aft }}}\) subdivisions in the last relevant partition \(l\) at each index level \(\ell^{\prime}\), for the STARTS relationship.

In view of this shortcoming, we next consider a subs+sort setup of HINT \({ }^{m}\) for Allen's algebra. \({ }^{2}\) Essentially, no changes are required if query \(q\) overlaps a single partition \((f=l)\) at a level \(\ell\) as all necessary information is available for the selection conditions. Further, the computation of MEETS, MET_BY, BEFORE and AFTER queries remains unchanged. Hence, in what follows, we discuss the necessary changes for the rest of relationships in the \(f \neq l\) case.

Relationship EqUALS. We can now directly retrieve results from the first relevant partition \(f\) and the \(P_{\ell, f}^{O_{\text {aft }}}\) subdivision by checking both query conditions, i.e., we report set \(\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t=s . s t \wedge q . e n d=s . e n d\right\}\).
Relationship starts. With s.end in \(P_{\ell, f}^{O_{\text {aft }}}\), both query conditions can be directly checked at each level \(\ell\) and thus report \(\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t=s . s t \wedge\right.\) q.end \(<\) s.end \(\}\).
Relationship STARTED_BY. Similar to STARTS, we can directly check both conditions for \(P_{\ell, f}^{O_{\text {aft }}}\) in the first relevant partition \(f\). We report \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t=s . s t\right\} \cup\) \(\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t=s . s t \wedge\right.\) q.end \(>\) s.end \(\}\), at each level.
Relationship FINISHES. With s.st in \(P_{\ell, l}^{R_{i n}}\) subdivisions, we can directly check \(q\).st \(>\) s.st and report \(\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=s . e n d \wedge q . s t>s . s t\right\}\), at each level.

Relationship FINISHED_BY. Similar to FINISHES, we can directly check both conditions on \(P_{\ell, l}^{R_{i n}}\) and thus, report at each level \(\ell\), set \(\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d=s . e n d\right\} \cup\) \(\left\{s \in P_{\ell, l}^{R_{i n}}: q . e n d=s . e n d \wedge q . s t<s . s t\right\}\).
Relationship OVERLAPS. With s.st in subdivisions \(P_{\ell}^{R_{i n}}\) and \(P_{\ell}^{R_{a f t}}\), we directly check \(q . s t<s . s t\) for partition \(l\). So, we report \(\left\{s \in P_{\ell, l}^{R_{i n}}: q . s t<s . s t \wedge q . e n d<s . e n d\right\}\)

\footnotetext{
\({ }^{2}\) The cache misses and the skewness \& sparsity optimizations are orthogonal and can be straightforwardly combined with the subs+sort \(\mathrm{HINT}^{m}\) setup.
}
\(\bigcup\left\{s \in P_{\ell, l}^{R_{a f t}}: q . s t<s . s t\right\} \quad\) intervals at each level along with the set \(\left\{s \in P_{\ell, l}^{O_{\text {in }}}: q . e n d>s . s t \wedge\right.\) q.end \(\left.<s . e n d\right\} \cup\left\{s \in P_{\ell, l}^{O_{\text {aft }}}: q . e n d>s . s t\right\}\).
Relationship OVERLAPPED_BY. With s.end stored in \(P_{\ell, f}^{O_{\text {aft }}}\) and \(P_{\ell, f}^{R_{\text {aft }}}\), we can directly check \(q . e n d>\) s.end, reporting set \(\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t>\right.\) s.st \(\wedge q . e n d>\) s.end \(\}\) \(\bigcup\left\{s \in P_{\ell, f}^{R_{a f t}}: q . e n d>s . e n d\right\} \quad\) along with the intervals contained in \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t>s . s t \wedge q . s t<s . e n d\right\} \cup\left\{s \in P_{\ell, f}^{R_{i n}}: q . s t<s . e n d\right\}\).
Relationship contains. With s.end in \(P_{\ell}^{O_{\text {aft }}}\) subdivisions, we can directly check the q.end \(>\) s.end condition to output \(\left\{s \in P_{\ell, f}^{O_{a f t}}: q . s t<s . s t \wedge\right.\) q.end \(>\) s.end \(\} \cup\left\{s \in \bigcup_{\forall f<i<l} P_{\ell, i}^{O_{a f t}}: q . e n d>\right.\) s.end \(\}\) along with the set \(\left\{s \in P_{\ell, f}^{O_{i n}}: q . s t<s . s t\right\} \bigcup\left\{s \in P_{\ell, l}^{O_{i n}}: q . e n d>s . e n d\right\}\) \(\bigcup\left\{\bigcup_{\forall f<i<l} P_{\ell, i}^{O_{i n}}\right\}\) from \(P_{\ell}^{O_{i n}}\) subdivisions at each level.
Relationship CONTAINED_BY. With s.end stored in both \(P_{\ell, f}^{O_{\text {aft }}}\) and \(P_{\ell, f}^{R_{\text {aft }}}\) subdivisions, we can now directly check the \(q\).end \(<\) s.end condition at each level \(\ell\), reporting the intervals \(\left\{s \in P_{\ell, f}^{O_{\text {aft }}}: q . s t>\right.\) s.st \(\wedge q . e n d<\) s.end \(\} \cup\left\{s \in P_{\ell, f}^{R_{\text {aft }}}: q\right.\). end \(<\) s.end \(\}\).

\subsection*{5.1.3 Bottom-up Evaluation Approach}

Both setups of HINT \({ }^{m}\) can benefit from the bottom-up approach in Section 4.1.2. The idea is to determine the levels when the last bit of the first (last) relevant partition \(f\) ( \(l\) ) are set to 1 or 0 , for the first time. Due to lack of space, we discuss only STARTS for the G-OVERLAPS setup as an example. Specifically, results are found among the original intervals stored in the first relevant partition \(f\) up to the level where the last bit in \(f\) is 1 , for the first time. All originals in \(f\) at a higher level start by construction of the index before \(q\).st and thus, violate \(q\).st \(=s . s t\). In addition, at levels after the one where the last bit of \(l\) is 0 for the first time, q.end \(<\) s.end always holds for all \(s \in P_{\ell^{\prime}, l}^{R_{i n}}\). Consider for example the query \(q\) in Figure 4.3. Candidate results are contained only as originals in \(P_{4,5}\), where the last bit of \(f=5\) is 1 . Also as the last bit of \(l\) is 0 at the 4th level, all \(P^{R_{i n}}\) intervals in \(P_{2,2}, P_{1,1}, P_{0,0}\) satisfy \(q\).end \(<\) s.end.

\subsection*{5.2 Experiments on Allen's Algebra}

For the second part of our experiments, we focus on selection queries under the basic relationships of Allen's algebra. We first compare the two alternative HINT \({ }^{m}\) setups
from Section 5.1 and then put the best setup against the competition. We extended our code for all competitive indices in Section 4.3 to support Allen's algebra. We ran our tests on datasets BOOKS, WEBKIT, TAXIS and GREEND. Lastly, parameter \(m\) and all other index parameters are set according to Table 4.6.

\subsection*{5.2.1 Determining the Best Index Setup}

Figure 5.1 reports the throughputs achieved by the two HINT \(^{m}\) setups; results in WEBKIT and GREEND are similar and therefore omitted due to lack of space. Note that both setups adopt the bottom-up evaluation (Section 4.1.2) and employ the skewness \(\mathcal{E}\) sparsity and the cache misses optimizations (Sections 4.2.2 and 4.2.3). The results back up our discussion in Section 5.1. The 'one setup for all' setup drastically improves the performance of \(\mathrm{HINT}^{m}\) for the majority of the queries. Essentially, the G-OVERLAPS setup matches the performance of 'one setup for all' in the G-OVERLAPS relationship, as expected, and in relationships where only one partition per level is examined by both setups, without the need to indirectly check a condition, i.e., in MEETS, MET_BY, BEFORE and AFTER. In the rest, 'one setup for all' is from one to several orders of magnitude faster. For the rest of our analysis, HINT \({ }^{m}\) always operates under 'one setup for all'.

\subsection*{5.2.2 Index Performance Comparison}

Figure 5.2 compares the performance of all studied indices. The first 4 rows of plots report the results for OVERLAPS, OVERLAPPED_BY, CONTAINS, CONTAINED_BY, while varying the query extent, similar to Figure 4.10. Note that for CONTAINED_BY on TAXIS and GREEND, we consider a different range of values because these datasets contain significantly shorter intervals compared to BOOKS and WEBKIT. The last row of plots reports the throughput on the rest of the relationships where the selection queries essentially resemble typical stabbing queries, i.e., query overlaps either one partition per level or only two overall specific partitions in EQUALS.

Overall, HINT \(^{m}\) exhibits the highest throughput for all queries based on Allen's algebra relationships, in line with the results in Figure 4.10. Its performance gap to the competitor indices ranges from almost half to several orders of magnitude. Essentially, the smallest performance gap are observed mainly in WEBKIT and GREEND where the input intervals are very short.


Figure 5.1: Comparing HINT \(^{m}\) setups

\subsection*{5.3 Conclusions}

We generalized HINT, which fully supports selection queries based on Allen's relationships [72] between intervals, achieving consistently excellent performance independently of the query predicate. Our experimental analysis on real and synthetic datasets shows that HINT outperforms previous work by one order of magnitude in a wide variety of interval data and query distributions.
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Figure 5.2: Comparing throughputs on Allen's algebra, real datasets
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In this chapter, we study the problem of transaction time indexing, i.e., indexing versions of a database table in an evolving database. We propose LIT, a hybrid index, which decouples the management of the current and past states of the indexed column. LIT includes optimized indexing modules for dead and live records, which support efficient queries and updates, and gracefully combines them. We experimentally show that LIT is orders of magnitude faster than the state-of-the-art temporal indices that index live and dead versions simultaneously. In addition, we demonstrate that LIT uses linear space to the number of record versions that it indexes, making it suitable for main-memory temporal data management.

Outline The rest of the chapter is organized as follows. Section 6.1 proposes an extension to HINT, to manage live and dead record versions in an ever-growing
time domain. In Section 6.2, we present LIT, the main proposal of this chapter for pure time-travel queries. Section 6.3 discusses how LIT can be extended to index an attribute \(A\) of the records besides their temporal validity intervals, in order to support range time-travel queries. Section 6.4 discusses the integration of our main-memory LIT in a DMBS that should support persistence and fault-tolerance (recovery). Section 6.5 includes our experimental analysis and, finally, Section 6.6 concludes the chapter.

\subsection*{6.1 Time-evolving HINT}

A first attempt to define an efficient in-memory index for time-evolving tables is to convert HINT [40], the state-of-the-art interval index, to a single data structure that can handle both live and dead intervals (records). We call this data structure timeevolving HINT ( \(t e-\) HINT). A te-HINT for pure time-travel queries extends HINT in two directions. First, it includes both live and dead records, whereas HINT indexes only intervals for which the end endpoint is immutable. Second, it supports an evolving domain for the interval endpoints (i.e., an evolving time domain); the original HINT requires a pre-defined domain. These differences require some structural changes and new update operations in te-HINT, compared to HINT [40], which are described next.

\subsection*{6.1.1 Live and dead sub-partitions}

The first difference between te-HINT and HINT is the introduction of live partitions in the former. Recall from Chapter 4 that in each partition \(P_{\ell, i}\) at level \(\ell\) of HINT, the intervals are divided into two classes: the set of originals \(P_{\ell, i}^{O}\) which start inside the domain range of \(P_{\ell, i}\) and the set of replicas \(P_{\ell, i}^{R}\), which start before the domain of \(P_{\ell, i}\). In te-HINT, we further classify each interval \(s \in P_{\ell, i}^{O}\) as live original or dead original, depending on whether its end time point is known; we denote the sub-partitions that hold live and dead originals by \(P_{\ell, i}^{O_{L}}\) and \(P_{\ell, i}^{O_{D}}\), respectively. Similarly, we maintain sub-partitions \(P_{\ell, i}^{R_{L}}\) and \(P_{\ell, i}^{R_{D}}\) for the replicas of \(P_{\ell, i}\). Dead intervals in \(P_{\ell, i}^{O_{D}}\) or \(P_{\ell, i}^{R_{D}}\) are immutable, which means that they persist in the partition and cannot move to other partitions, whereas live intervals can be deleted or moved to other partitions.


Figure 6.1: Example of \(t e\)-HINT

\subsection*{6.1.2 Handling updates}

There are two types of update events over time: either the creation of a new live interval (as a result of an insertion/modification to the database), or the finalization of an existing live interval (as a result of a deletion/modification to the database).

Insertion events. In the case where an insertion event arrives, i.e., a new live interval \(s\) begins corresponding to a version of a record \(r\), we insert \(s\) to \(t e\)-HINT (in live subpartitions) using the insertion algorithm of HINT [40], assuming that the end time point of \(s\) is the end of the current domain of \(t e\)-HINT (i.e., a timepoint in the future), called the horizon of \(t e\)-HINT and denoted by \(t_{H}\). At the same time we insert an entry \(\langle r . i d\), s.start \(\rangle\) in an auxiliary key-value data structure \(\mathcal{H}_{r . i d \rightarrow s t a r t}\) that facilitates finding a live interval in te-HINT given the corresponding record id. Figure 6.1(a) shows a simple example of a 2 -level te-HINT, holding interval \(s_{1}\), which corresponds to a dead record, in partition \(P_{0,0}\) (sub-partition \(P_{0,0}^{O_{D}}\) ). Two new live intervals \(s_{2}\) and \(s_{3}\) are created at \(t_{\text {now }}\) and they are inserted to partition \(P_{1,0}\) (sub-partition \(P_{1,0}^{O_{L}}\) ).

Deletion events. When a deletion event arrives for record \(r\) carrying an s.end, i.e., an existing live interval \(s\) is terminated and becomes dead, we need to remove \(s\) from the live sub-partitions of \(t e-\) HINT and add it to the appropriate dead partitions. For this, we use \(\mathcal{H}_{r . i d \rightarrow \text { start }}\) to retrieve s.start, using r.id, and we run the insertion algorithm of HINT for \(s^{\prime}=\left[s . s t a r t, t_{H}\right)\) to identify the partitions wherein \(s^{\prime}\) appears and remove \(s^{\prime}\) from the corresponding live sub-partitions. Subsequently, we use the insertion algorithm again to add \(s=[\) s.start, s.end) to the relevant dead sub-partitions. Note that some of the partitions identified by the deletion algorithm may differ from those found by the insertion algorithm, because \(s \neq s^{\prime}\). As an example, assume that at time \(t_{\text {now }}\) shown in Figure 6.1(b), a deletion event for live interval \(s_{2}\) arrives, i.e., the record version corresponding to \(s_{2}\) is deleted from the indexed table \(T\). After
finding \(s_{2}\).start using \(\mathcal{H}_{r . i d \rightarrow s t a r t}\), the partitions \(\left(P_{1,0}^{O_{L}}\right)\) where \(s_{2}\) is stored as live are identified using interval \(\left[s . s t a r t, t_{H}\right)\) and \(s_{2}\) is removed from them, and, finally, \(s_{2}\) becomes \(\left[s_{2} . s t a r t, t_{\text {now }}\right.\) ) and is re-inserted to te-HINT as dead (i.e., to partition \(P_{1,0}^{O_{D}}\) ).

Domain Extension. \(t e\)-HINT is initialized to have a single level (0) which includes a single partition \(P_{0,0}\). The timespan \(\left[0, t_{H}\right.\) ) of the partition is small (e.g., one hour) and depends on the application. In both insert and delete events, it may happen that the current time point \(t_{\text {now }}\) when the update takes place is beyond the current horizon \(t_{H}\) of \(t e\)-HINT. Such an update triggers the extension of the (time) domain that \(t e\)-HINT covers. The easiest way to accommodate this extension is to double the domain (and the horizon \(t_{H}\) ), by adding one more level to te-HINT (and repeat as necessary). Specifically, we add a new level 0 to the index and add 1 to the identifiers of existing levels (i.e., previous level 0 becomes level 1, level 1 becomes level 2, etc.). This does not affect the identifiers and contents of existing partitions at each level \(\ell\), but doubles the number of possible partitions at \(\ell\). Subsequently, we add all live intervals from all partitions as live replicas to partition \(P_{1,1}\), except from those in old partition \(P_{0,0}\) which are moved to the new \(P_{0,0}\). By this, we minimize the replication of live intervals and also minimize the necessary updates when new events arrive. Essentially, live intervals are moved only when there is a domain extension. Continuing the previous example, assume that a new live interval \(s_{4}\) is created at \(t_{\text {now }}\) of Figure 6.1(c). Since \(t_{\text {now }}\) is greater than or equal to \(t_{H}\), as per the previous state of \(t e\)-HINT (Figure 6.1(b)), \(t_{H}\) is doubled, one more level is added to te-HINT, and the current partitions are renamed (i.e., previous \(P_{0,0}\) now becomes \(P_{1,0}\), etc.), without any change in their contents. Existing live interval \(s_{3}\) is added to the new partition \(P_{1,1}^{R_{L}}\). The new interval \(s_{4}\) is added using the insertion algorithm to \(P_{1,1}^{O_{L}}\).

\subsection*{6.2 The LIT Hybrid Index}

Capitalizing on the original HINT, te-HINT will deliver excellent performance on pure time-travel queries, as shown in [40]. But, te-HINT will suffer from slow updates, mainly due to the insertion (and transfer) of intervals to (and beween) multiple partitions when record versions are initiated (terminated). In view of this shortcoming, we design a hybrid index, termed LIT, which decouples the indexing of live and dead versions. For now, we describe LIT for pure time-travel queries. Its extension


Figure 6.2: Overview of LIT
for range time-travel queries will be discussed in Section 6.3.
Overview of LIT Figure 6.2 shows an overview of LIT, which comprises two components; a LiveIndex denoted by \(\mathcal{I}_{L}\), storing all current record versions (indexed by their start timepoint) and a DeadIndex, denoted by \(\mathcal{I}_{D}\), for the dead (i.e., past) record versions (indexed by their validity intervals). Both components are dynamic, albeit handling different updates. The stream of updates to the indexed table \(T\) is consumed by the LiveIndex \(\mathcal{I}_{L}\). Specifically, when a new record version is created (i.e., an insertion to \(T\) ), the start point s.start \(=t_{\text {now }}\) of its validity interval is inserted to \(\mathcal{I}_{L}\); this event type has no impact on the DeadIndex \(\mathcal{I}_{D}\). On the other hand, when a record version "dies" (i.e., a deletion from \(T\) ), the corresponding entry is removed from \(\mathcal{I}_{L}\) and an entry is inserted to \(\mathcal{I}_{D}\) for the dead record version. As already mentioned, record updates are treated by terminating (i.e., "deleting") the current (live) version of the record and inserting a new version.

To evaluate a pure time-travel query \(q=[\) q.tstart, q.tend \(]\) both \(\mathcal{I}_{L}, \mathcal{I}_{D}\) need to be probed. As the two components index disjoint sets of record versions, these probing tasks are completely independent. Specifically, we probe the LiveIndex \(\mathcal{I}_{L}\) using only q.tend; every live record that started before q.tend is guaranteed to be part of the query result. In contrast, the DeadIndex evaluates a typical interval range query to find all dead record versions with a validity interval that overlaps \(q\). In what follows, we elaborate on the internals of the LIT components \(\mathcal{I}_{L}\) and \(\mathcal{I}_{D}\), and describe their key operations.

\subsection*{6.2.1 The LiveIndex Component}

The LiveIndex \(\mathcal{I}_{L}\) offers three key operations. Specifically, \(\mathcal{I}_{L}\) is updated to index a new live record (Function OpenInterval) or updated to un-index a record version that just died (Function Closelnterval). \(\mathcal{I}_{L}\) also evaluates pure time-travel queries (Function QueryLive). To efficiently implement these functions, \(\mathcal{I}_{L}\) defines an internal identifier r.num for each live record version \(r\) in it. The num identifier is a serial number that captures the order in which the version start timepoints were read from the input stream of updates; num is used to (1) locate a live version to be deleted from \(\mathcal{I}_{L}\) when a delete event arrives for it, and (2) define an implicit order of the live versions based on their start points, used to index them in \(\mathcal{I}_{L}\). LiveIndex also maintains an auxiliary hash table \(\mathcal{H}_{r . i d \rightarrow n u m}\), which returns the internal num id, for the live version of a given record \(i d\).

\section*{Data structures}

We discuss three alternative data structures for LiveIndex, aiming at both fast updates and efficient time-travel queries. We experimentally compare them in Sec. 6.5.2.

Array. The first alternative is to use an append-only array to index live records in sequential fashion. Updates can be efficiently handled in constant time, as follows. Function OpenInterval simply appends an entry at the end of the array for a new live record version, while Closelnterval, drops a tombstone on the existing entry for a newly closed record version. This entry can be directly accessed using the num of the record, which is obtained by probing the record \(i d\) against \(\mathcal{H}_{\text {r.id } \rightarrow n u m}\). To answer queries, the QueryLive function scans the dynamic array from its first entry, comparing the start of every live record to q.tend while ignoring the tombstones. By construction, the dynamic array stores the live records sorted by their num, which means that the records are also implicitly sorted by their start, in increasing order. Hence, QueryLive terminates the scan when the first record that started after q.tend is accessed.

Search tree. A second alternative data structure for the LiveIndex \(\mathcal{I}_{L}\) is a search tree (e.g., a \(\mathrm{B}^{+}\)-tree), using num as the search key. With such a search tree in place, we no longer need to lazy-update \(\mathcal{I}_{L}\) when a record version dies. Instead, CloseInterval probes the tree using the num identifier of the record (obtained from \(\mathcal{H}_{r . i d \rightarrow n u m}\) ), and then directly removes the corresponding entry. As a search tree typically supports
scanning its entries in the search key order, to answer a [q.tstart, q.tend] query, we scan and report from the first entry until we find the first that has its start after q.tend.

Enhanced hashmap. In terms of updating (Functions OpenInterval and CloseInterval), we generally expect the sorted array to outperform the search tree, due to its simplicity. Querying efficiency depends on the characteristics of the input stream; update-heavy workloads create a large amount of tombstones to the array, rendering it slower than the search tree. In view of the above, we should consider a data structure, which will exhibit competitive update time to the array and have lower query time. To this end, we suggest using an enhanced hash table, similar to the Gapless hashmap proposed in [26] or the java.util.LinkedHashMap in Java. Such structures can handle insertions and deletions using num in constant time (typical for hash tables), but also offer scan time linear to the number of contained entries, which facilitates fast query processing. In particular, the Gapless hashmap uses a contiguous memory area to store the elements. Insertions append new elements at the end of this area, while deletions are handled by swapping the deleted element with the last one and reducing the array size by one. Scanning is fast as it steps through the contiguous storage area sequentially. Different to both the array and the search tree, the hashmap does not maintain the entries sorted by their num, and therefore, a full scan is required to answer time-travel queries.

\section*{Temporal partitioning of LiveIndex}

Given a query, a LiveIndex implemented by any of the data structures in Section 6.2.1 would need to conduct comparisons for a large number of live versions (independently of the underlying data structure), since there is no way to directly output versions guaranteed to start before q.tend. In view of this, we propose a temporal partitioning of the LiveIndex to boost time-travel queries. The key idea is to maintain \(\mathcal{I}_{L}\) as a chain of temporal partitions or simply buffers, instead of a single one, such that all num's in a buffer are smaller than all num's in the next buffer. Hence, the start points of live record versions in a buffer are smaller than or equal to the start points of live versions in the next buffer. For each query, only the buffers that may contain results are accessed and even more importantly, comparisons are conducted only for the last buffer. This partitioning of the LiveIndex \(\mathcal{I}_{L}\) is orthogonal to the data structure used


Figure 6.3: LiveIndex: partitioning
for each buffer.
Duration-based partitioning. An intuitive partitioning approach for \(\mathcal{I}_{L}\) is to consider a duration constraint \(D_{L}\). Under this, \(\mathcal{I}_{L}\) essentially resembles a uniform 1D-grid of equi-sized partitions, one for each buffer. A buffer \(B_{i}\) contains the live entries that started inside the \(\left[i \cdot D_{L},(i+1) \cdot D_{L}\right)\) range of time units. Given a \([q . t s t a r t, q . t e n d]\) timetravel query, we first determine the bucket \(B_{\text {end }}\) that contains the q.tend timestamp; this can be done in constant time by a simple \(\left\lfloor q . t e n d / D_{L}\right\rfloor\) division. The records inside the buffers before \(B_{\text {end }}\) can be directly reported as results; by construction of the LiveIndex, these records started before q.tend. In contrast, comparisons against q.tend are required for the live records inside the last \(B_{\text {end }}\), i.e., QueryLive handles \(B_{\text {end }}\) as if the LiveIndex comprised a single buffer. Regarding updates, inserting a new live record version to \(\mathcal{I}_{L}\) (Function OpenInterval) is not significantly affected by the above partitioning, as the new entry will be added to the last buffer, i.e., the one containing the most fresh records; extra action is required when \(D_{L}\) time units have already past and a new buffer needs to be created first. Closelnterval is
more challenging, as we need to fast determine the buffer which contains the start of the dying record version. For this purpose, we define an auxiliary, lightweight structure on top of the buffers. This structure stores a \(\langle n u m, p t r\rangle\) entry for each buffer \(B\) of \(\mathcal{I}_{L}\), where num is the lowest internal identifier of a live record version inside \(B\) and ptr is a pointer to directly access \(B\) in the chain. Recall at this point, that LiveIndex is organized by num and so is its on-top structure, by construction. When a version of record r.id dies, Closelnterval finds its num using \(\mathcal{H}_{r . i d \rightarrow n u m}\), then binarysearches the on-top structure using r.num and, lastly, follows the buffer pointer to locate the entry for num inside the corresponding buffer \(B\). After deleting the entry from \(\mathcal{I}_{L}\), CloseInterval, forwards the dead version for insertion to \(\mathcal{I}_{D}\). OpenInterval may update the on-top structure when the last buffer is full and a new is created. Figure 6.3(a) exemplifies a duration-based partitioned LiveIndex, with the necessary steps taken for each of the OpenInterval, CloseInterval, and QueryLive operations.

Capacity-based partitioning. Duration-based partitioning may define unbalanced buffers with respect to the number of contained entries, rendering unbalanced query costs. An alternative partitioning approach that results in balanced partitions is to use a capacity constraint \(C_{L}\), allowing each buffer to hold at most \(C_{L}\) entries. \({ }^{1}\) Different to the duration-based partitioning discussed above, capacity-based partitioning can directly access the needed buffers during both types of updates. For OpenInterval, we simply append the new live record version at the last buffer, while for CloseInterval, a simple num \(/ C_{L}\) division exactly determines which buffer \(B\) contains the recently deceased version. Note that if the last buffer is already full, OpenInterval will create a new buffer \(B_{\text {new }}\) after the last one and simply append the new live version in \(B_{\text {new }}\).

On the other hand, it is no longer possible to directly determine the \(B_{\text {end }}\) buffer for a [q.tstart, q.tend] query. In view of this, we define an on-top structure, which stores a \(\langle s t, p t r\rangle\) entry for each buffer \(B\) of the LiveIndex, where \(s t\) is the lowest start timepoint of a record version inside \(B\) and \(p t r\) is a pointer to directly access \(B\). Note that the on-top search structure is by construction sorted by version start and that it may contain multiple entries for the same start. Hence, given a [q.tstart, q.tend] query, QueryLive first binary-searches the on-top structure to identify the first buffer that could contain \(q\).tend and sets this as \(B_{\text {end }}\). With \(B_{\text {end }}\), the function proceeds similarly to the duration-based LiveIndex, by directly reporting records inside every buffer before \(B_{\text {end }}\) and conducting comparisons against \(q . t e n d\) for \(B_{\text {end }}\). Lastly, besides up-

\footnotetext{
\({ }^{1}\) For array structure, tombstones are not excluded when counting the contained records.
}
dating buffers, OpenInterval and CloseInterval also update accordingly the on-top structure. Figure 6.3(b) illustrates a detailed example of the capacity-based partitioning of LiveIndex and operations on it.

\section*{Optimizations}

As the timeline evolves and live records die, buffers may become under-utilized or even completely empty. To deal with this issue, reorganization can be employed for both types of partitioning. For the duration-based LiveIndex, such a sparsity issue is expected to especially occur in the first (early) buffers. Hence, we could merge adjacent sparse buffers into one and accordingly update also the on-top structure. \({ }^{2}\) To answer time-travel queries, an extra auxiliary structure is now needed to capture the time-range covered by this new buffer, as the q.tend/ \(D_{L}\) division can only work for un-merged buffers. Intuitively, a second on-top structure maintaining the lowest start inside a buffer will allow us to deal with several rounds of buffer merging. For the capacity-based LiveIndex, one solution would be to define a lower-bound for the capacity of a buffer. When the capacity of a buffer drops below e.g., \(50 \%\) of \(C_{L}\), we mark the buffer and merge it with either its predecessor or its follower (if one of them is also marked), and then update accordingly the on-top structure. Finally, similar to the duration-based LiveIndex, a new on-top structure is again required, as the num \(/ C_{L}\) division no longer works. This new structure will hold the lowest num inside a buffer, and will be binary searched by CloseInterval.

\subsection*{6.2.2 The DeadIndex Component}

We now turn our focus on indexing dead record versions. Recall that these versions were evicted from the LiveIndex \(\mathcal{I}_{L}\) by the CloseInterval function, after their end was read from the input stream. The DeadIndex \(\mathcal{I}_{D}\) offers two key operations. Specifically, (1) \(\mathcal{I}_{D}\) is updated to index a new dead record version (Function InsertDeadInterval) and (2) it evaluates time-travel queries (Function QueryDead). As the timeline evolves and new dead versions are added to \(\mathcal{I}_{D}\), its domain grows. Under this, a straightforward solution for indexing dead record versions is the 2 D point transformation approach from [1] as discussed in Section 3.1, where a 2D spatial index such as the R-tree, can adapt to the growing domain.

\footnotetext{
\({ }^{2}\) The number of buffers to be merged can be seen as a tunable system parameter.
}

An alternative solution is to modify the state-of-the-art interval index HINT [40] to adapt to a growing domain. Section 6.1.2 already discusses this in the context of \(t e-H I N T\). Implementing domain extension for a HINT DeadIndex is simpler, because we do not have to deal with transfers of live intervals between buckets as in te-HINT. Instead, we only have to add one more level and double the horizon \(t_{H}\), as soon as we cannot accommodate a newly inserted interval \(s\) having at least one of its endpoints after \(t_{H}\). As in \(t e\)-HINT, after the expansion operation, the existing partitions are renamed to reflect their new level, but their contents remain intact.

Increasing the number of levels in a HINT that implements \(\mathcal{I}_{D}\) to a very large number may negatively affect its search performance and size, as there could be far too many partitions for the number of indexed intervals [40]. A naïve approach to reduce the number of HINT levels by one is to construct a new HINT with one less level and insert all intervals in it. We propose a more efficient algorithm for deleting the lowest level of HINT, which progressively moves intervals from the deleted level to an appropriate partition above, while maintaining the HINT property (i.e., each interval \(s\) should be assigned at the smallest set of partitions from all level that define \(s\) ). Each interval at level \(m\) (to be deleted) is stored in at most two level\(m\) partitions. Intervals that begin and end in exactly one partition \(P_{m, i}\) are directly moved to \(P_{m-1, i \div 2}\) and no further action is needed. This is the case of \(s_{2}\) in Figure 6.4(a) which is moved to \(P_{1,0}\) in Figure 6.4(b). Intervals that begin in a \(P_{m, i}\), for an odd \(i\), are temporarily moved to \(P_{m-1, i \div 2}\); the same holds for intervals that end in a \(P_{m, i}\), for an even \(i\). For instance, \(s_{3}\) in Figure 6.4(a) is temporarily moved to partition \(P_{1,1}\) because it ends in \(P_{2,2}\), while \(s_{4}\) is temporarily moved to both \(P_{1,0}\) and \(P_{1,1}\) (see Figure 6.4(b)). Temporary partitions \(P_{m-1, j}\) at each level \(\ell<m\) for an even \(j\) are setintersected with the next partition at the same level holding replicas, at the potential of moving intervals to the previous level \(\ell-1\) as finalized or temporary. Symmetrically, temporary partitions \(P_{\ell, j}\) at level \(\ell\) for an odd \(j\) are set-intersected with the previous partition \(P_{\ell, j-1}\). While there are temporary partitions at each level, intervals may propagate upwards until their correct partition is found. For instance, intervals \(s_{3}\) and \(s_{4}\), which, after the deletion of level 2 , were stored in (temporary) partitions \(P_{1,0}\) and \(P_{1,1}\) at level 1 are eventually propagated at \(P_{0,0}\) of level 0 , as shown in the final HINT at Figure 6.4(c). A pseudocode of the drop level algorithm is skipped due to space constraints. Note that the same method can be used to delete the last level of te-HINT.


Figure 6.4: Steps of dropping last level \(m\) of HINT \((m=2)\)

\subsection*{6.3 Indexing Record Attributes}

We now discuss how to modify LIT and index record versions on a specific attribute \(A\) for range time-travel queries, where not only a timepoint/range is specified but also a selection predicate on \(A\). We denote a LIT that indexes an attribute \(A\) (besides time) by a-LIT.

Before describing a-LIT we discuss the requirements of a LiveIndex and a DeadIndex in the presence of the attribute \(A\). Figure 6.5 illustrates the information that should be stored about live and dead record versions. As shown in Figure 6.5(a), to be able to answer range time-travel queries against LiveIndex, we need for each live version its start point and its \(A\)-value. So, the live version is a 2 D point in the time- \(A\) space. A range timer-travel query can then be modeled as a rectangular range \(\left\{\left[t_{0}, q . e n d\right],[q . A s t a r t, q . A e n d]\right\}\) in the time- \(A\) space. Regarding the DeadIndex, we need for each dead version its start, end and its \(A\)-value. Figure 6.5 (b) illustrates some dead versions in the time- \(A\) space and a range time-travel query, which is modeled as a 2 D rectangle, defined by the query bounds.

(a) Live space

(b) Dead space

Figure 6.5: Live and Dead space and queries

\subsection*{6.3.1 The LiveIndex Component}

The LiveIndex of a-LIT should index the start timepoints of the current record versions and their values on \(A\) simultaneously.

2D space index. A natural approach to do so would be to use a native index for 2D points (e.g., kd-tree, quadtree, R-tree). Besides the 2D-space index, we also need an auxiliary structure \(\mathcal{H}_{r . i d \rightarrow(s t a r t, A)}\) that maps record \(i d s\) to the start points of their live versions and their \(A\) values. Otherwise, it would not be possible to find and remove an indexed point from the 2D index, when the corresponding version dies (i.e., CloseInterval). Hence, the OpenInterval operation inserts the ( \(s\) tart \(=t_{\text {now }}, A\) ) entry of a new live version to both the 2D index and \(\mathcal{H}_{r, i d \rightarrow(s t a r t, A)}\). Operation CloseInterval uses \(\mathcal{H}_{\text {r.id } \rightarrow(\text { start }, A)}\) to find the coordinates of the ending version in the 2 D index, searches and removes it, and relays the dead record version to DeadIndex. Finally, QueryLive issues a 2 D query to the 2 D index to retrieve the qualifying live versions. Use multiple pure time indices. Another indexing approach is to divide the domain of \(A\) into partitions (e.g., equi-width) and develop a LiveIndex as described in Section 6.2.1 for each partition. The data structures and temporal partitioning methods are defined separately for each partition. The only difference is that the mapping mechanism \(\mathcal{H}_{r . i d \rightarrow n u m}\) of record ids to num values should also capture the \(A\)-partition identifier wherein a live version is located. By this, CloseInterval can identify and delete a live version from the correct \(A\)-partition of the LiveIndex. Figure 6.6(a) illustrates an \(A\)-partitioning of the live data space into four divisions ( \(P A_{0}\) to \(P A_{3}\) ). For each of them, we can define a pure temporal LiveIndex, as described in Section 6.2.1. Given a range time-travel query, we use the selection predicate on \(A\) to identify the partitions that overlap with the query range in the \(A\)-domain (i.e., \(P A_{1}, P A_{2}\), and \(P A_{3}\) in Fig. 6.6(a)). If a partition is entirely covered by the \(A\)-range of the query (e.g., partition \(P A_{2}\) ), we evaluate the temporal part of the query, as described in Sec. 6.2.1. Otherwise (e.g., in \(P A_{1}\) and \(P A_{3}\) ), for each result obtained by the LiveIndex of the partition, we verify the \(A\)-predicate of the query. This verification is applied for at most two \(A\)-partitions containing the query boundaries. Updates on this \(A\)-partitioning approach are expected to be faster than updates on a 2 D index, due to the fast hashing mechanisms it incorporates.

(a) Live space \(A\)-partitioning

(b) Dead space \(A\)-partitioning

\subsection*{6.3.2 The DeadIndex Component}

Now we turn to DeadIndex options for a-LIT. Like before, we can follow either a pure geometric approach or apply an \(A\)-partitioning technique to take advantage of the efficiency of pure time indices.

3D index. A straightforward approach is to index the line segments of the dead space (see Fig. 6.5(b)) directly by a native 2D index for geometric objects (e.g., an R-tree). However, such a method is not expected to perform well because some record versions in temporal databases are long-lived and correspond to very long segments that require large node MBRs, rendering the index inefficient. A more effective approach is to model each dead version as a 3D point (s.start, s.end, r.A) in the (time, time, A) space, and index these points using a 3D index (e.g., a 3D R-tree). Figure 3.4(a) shows how this can be done for pure time intervals; the idea is to add one more dimension for \(A\). Every query in this 3 D space is then modeled as a ([0, q.tend \(\left.],\left[q . t s t a r t, t_{\text {now }}\right],[q . A s t a r t, q . A e n d]\right)\) 3D box.

Use multiple pure time indices. Similar to the case of LiveIndex, we may also partition the domain of \(A\) to define a number of partitions, as shown in Figure 6.6(b). For each partition (e.g., \(P A_{0}\) to \(P A_{3}\) ), we use an optimized interval index, such as the modified HINT to support domain extension, discussed in Section 6.2.2. Given a range time-travel query, we first identify the \(A\)-partitions that overlap with the query \(A\)-range (e.g., \(P A_{1}, P A_{2}, P A_{3}\) ) and then evaluate a pure time-travel query in each such partition, verifying the \(A\)-predicate against its results if necessary (e.g., in \(P A_{1}\) and \(P A_{3}\) ).


Figure 6.7: Persistence and recovery of LIT

\subsection*{6.4 Persistence and Recovery}

LIT is a main-memory index that facilitates real-time analytics, high-performance querying, and handling large volumes of rapidly changing temporal data. However, since main memory is volatile, we should ensure durability and recoverability, after power or system failures. Figure 6.7 illustrates how LIT is integrated into a temporal database system, to support fault tolerance and recovery. For this, each update event is written to a log file. In addition, a backup of LIT is taken periodically and written to the hard disk for persistence and faster recovery. The backup is merely a dump of the main memory data structures for LiveIndex and DeadIndex. Assuming that the last checkpoint where the last backup has been taken is \(t_{B}\), to recover LIT at a time \(t_{\text {now }}>t_{B}\) (e.g., due to a power failure at that time), we first load the backups of LiveIndex and DeadIndex in main memory, then find the first event after \(t_{B}\) in the \(\log\) file, and finally ingest all events after \(t_{B}\) to evolve LiveIndex and DeadIndex to their current state at \(t_{\text {now }}\). Since all states up to \(t_{B}\) are captured by the LIT backup, we can even "cleanup" the \(\log\) file by removing all entries up to \(t_{B}\), to avoid searching it.

Table 6.1: Characteristics of tested datasets
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline & & TAXIS-F & TAXIS-P & BIKES & FLIGHTS & WILDFIRES & BOOKS \\
\hline & Cardinality & 169290307 & 169290307 & 101472950 & 61328124 & 778410 & 2050707 \\
\hline  & Min duration Max duration Avg. duration & 1 min 5 hours 12 mins & 1 min 5 hours 12 mins & 1 min 7.5 months 16 mins & \begin{tabular}{l}
5 min \\
12 hours \\
2.5 hours
\end{tabular} & \[
\begin{gathered}
1 \mathrm{~min} \\
4 \text { months } \\
28 \text { hours }
\end{gathered}
\] & \begin{tabular}{l}
1 hour \\
1 year \\
67 days
\end{tabular} \\
\hline  & \begin{tabular}{l}
Description \\
Type \\
Value range \\
Distribution
\end{tabular} & \[
\begin{gathered}
\hline \text { trip fare [USD] } \\
\text { real } \\
{[2.5,235.5]} \\
\text { normal }
\end{gathered}
\] & passengers count integer [1, 6] zipfian & \begin{tabular}{l}
rider's birth year integer
\[
[1940,2005]
\] \\
normal
\end{tabular} & \[
\begin{gathered}
\hline \text { departure delay [secs] } \\
\text { real } \\
{[0,233400]} \\
\text { zipfian } \\
\hline
\end{gathered}
\] & number of books lent integer [1, 38] zipfian & \[
\begin{gathered}
\text { fire extent [acres] } \\
\text { real } \\
{[0.0001,606945]} \\
\text { zipfian }
\end{gathered}
\] \\
\hline
\end{tabular}

Table 6.2: Query extents; default values in bold
\begin{tabular}{|c|c|c|}
\hline \multirow[t]{2}{*}{input stream} & \multicolumn{2}{|r|}{query extent} \\
\hline & temporal & search-key \\
\hline TAXIS-F & 1, 6, 12, 18, 24 [hours] & \(3,5,10,30,50\) [dollars] \\
\hline TAXIS-P & 1, 6, 12, 18, 24 [hours] & 1, 2, 3, 4, 5 [passengers] \\
\hline BIKES & 1, 6, 12, 18, 24 [hours] & 10, 20, 30, 40, 50 [years] \\
\hline FLIGHTS & \(1,2,3,4,5\) [days] & \(5,10,30,60,120\) [mins] \\
\hline WILDFIRES & 1, 7, 14, 21, 30 [days] & 10, 50, 100, 500, 1000 [acres] \\
\hline BOOKS & 1, 7, 14, 21, 30 [days] & 5, 10, 15, 20, 25 [books] \\
\hline
\end{tabular}

\subsection*{6.5 Experimental Analysis}

We last present the results of our experimental analysis. All indices were implemented in \(\mathrm{C}++\), compiled using gcc (v9.4.0) with flags -O3, -mavx, and -march=native. The tests ran on a AMD Ryzen 9 CPU, clocked at 3.5 GHz with 64 GB of RAM, running Ubuntu 20.04.

\subsection*{6.5.1 Setup}

Datasets. We experimented with 6 real-world temporal datasets which also include a search-key attribute \(A\); Table 6.1 summarizes their characteristics. TAXIS-F and TAXIS-P contain the pick-up and drop-off timepoints of taxi trips (same intervals in both datasets) in NYC from 2009. \({ }^{3}\) In TAXIS-F, \(A\) is the paid fare, and in TAXIS-P \(A\) is the number of passengers. BIKES \({ }^{4}\) contains the pick-up and drop-off timepoints of bike rides in NYC from 2014 to 2021; the search-key \(A\) is the birth year of the rider. FLIGHTS \({ }^{5}\) contains the take-off and landing timepoints of flights recorded by the US Transportation Department from 2013 to 2022, and the occurred departure delay. BOOKS \({ }^{6}\) contains the periods of time when books were lent out by Aarhus libraries in 2013, and the number of books during each period. WILDFIRES \({ }^{7}\) specfies when a fire was discovered and when declared contained/controlled. As search-key \(A\), we use an estimate of the area burnt. BOOKS, WILDFIRES include objects with long validity intervals, while in TAXIS, BIKES time intervals are extremely short; FLIGHTS lies in

\footnotetext{
\({ }^{3}\) https://www1.nyc.gov/site/tlc/index.page
\({ }^{4}\) https://citibikenyc.com/system-data
\({ }^{5}\) https://www.bts.gov
\({ }^{6}\) https://www.odaa.dk
\({ }^{7}\) https://www.kaggle.com/datasets/rtatman/188-million-us-wildfires
}
the middle of the spectrum. As search-key, we consider both real and integer values; A's domain varies from extremely small (TAXIS-P) to extremely large (WILDFIRES). Last, the values of \(A\) follow either a normal or a Zipfian distribution.

Input streams. We created an event stream (workload) out of every dataset, by splitting each interval to an insert and a deletion event, and interleaving 10K queries. Queries are positioned uniformly inside the active timeline, i.e., the period between the start of the very first interval until current \(t_{\text {now }}\). The nature of the created streams varies from extremely update-heavy for TAXIS, BIKES and FLIGHTS with a \(34000 / 1,20000 / 1\) and 13000/1 ratio of updates over queries, respectively, to moderate for BOOKS and WILDFIRES, with a \(410 / 1\) and \(156 / 1\) ratio, respectively. We considered two types of query extents; for pure time-travel queries, the extent of the [q.tstart, q.tend] interval while for range time-travel queries, additionally the extent of the [q.Astart, q.Aend] range. Table 6.2 lists the values for the query extents; the defaults are in bold. In each test, we measure the update time (for some indices, broken down to insert and delete time) and the query time.

\subsection*{6.5.2 Pure time-travel Queries}

We start our evaluation with pure time-travel queries. As we ignore the search-key \(A\), we consider a single TAXIS stream.

\section*{Tuning LIT}

We first investigate the most efficient structure and partitioning for the LiveIndex, and the most

LiveIndex: data structure. We implemented the alternative structures from Section 6.2.1; STL C++ vector class was used for the append-only array, STL C++ ordered_map class (Red-Black tree) for the search tree and the Gapless hashmap from [26] for the enhanced hashmap. \({ }^{8}\) Table 6.3 summarizes the results of our tests; for the interest of space, we report only BOOKS and TAXIS, which contain long and short intervals, respectively. The tests back up our intuition from Section 6.2.1. The append-only array exhibits the best (lowest) update times due to its simplicity. The enhanced hashmap however is always competitive, even for the update-heavy stream

\footnotetext{
\({ }^{8}\) Source code was provided by the authors.
}

Table 6.3: LiveIndex for LIT; time in secs, default query extents
TAXIS
\begin{tabular}{|c||c|c|c|c||c|c|c|c||c|c|c|c|}
\hline \multicolumn{1}{c|}{\begin{tabular}{c}
\(q\) extent \\
[hours]
\end{tabular}} & \multicolumn{5}{c|}{ Append-only array } & \multicolumn{4}{c|}{ Search tree } & \multicolumn{3}{c|}{ Enhanced hashmap } \\
\cline { 2 - 13 } & ins & del & query & total & ins & del & query & total & ins & del & query & total \\
\hline \hline 1 & 4.61 & 5.31 & 409 & 418.9 & 18.6 & 29.3 & 0.001 & 47.90 & 5.10 & 7.32 & 0.011 & 12.43 \\
6 & 4.61 & 5.31 & 410 & 419.9 & 18.6 & 29.3 & 0.001 & 47.90 & 5.10 & 7.32 & 0.011 & 12.43 \\
12 & 4.61 & 5.31 & 409 & 419.1 & 18.6 & 29.3 & 0.001 & 47.90 & 5.10 & 7.32 & 0.011 & 12.43 \\
18 & 4.61 & 5.31 & 411 & 420.9 & 18.6 & 29.3 & 0.001 & 47.90 & 5.10 & 7.32 & 0.011 & 12.43 \\
24 & 4.61 & 5.31 & 412 & 421.9 & 18.6 & 29.3 & 0.001 & 47.90 & 5.10 & 7.32 & 0.011 & 12.43 \\
\hline
\end{tabular}

BOOKS
\begin{tabular}{|c||c|c|c|c||c|c|c|c||c|c|c|c|}
\hline \multicolumn{1}{c|}{\begin{tabular}{c}
\(q\) extent \\
[days]
\end{tabular}} & \multicolumn{4}{c|}{ Append-only array } & \multicolumn{4}{c|}{ Search tree } & \multicolumn{3}{c|}{ Enhanced hashmap } \\
\cline { 2 - 13 } & ins & del & query & total & ins & del & query & total & ins & del & query & total \\
\hline \hline 1 & 0.057 & 0.068 & 14.4 & 14.52 & 0.336 & 0.967 & 38.0 & 39.30 & 0.065 & 0.142 & 6.41 & 6.61 \\
7 & 0.057 & 0.068 & 14.8 & 14.92 & 0.336 & 0.967 & 37.9 & 39.20 & 0.065 & 0.142 & 6.45 & 6.65 \\
14 & 0.057 & 0.068 & 14.9 & 14.93 & 0.336 & 0.967 & 39.7 & 41.0 & 0.065 & 0.142 & 6.46 & 6.66 \\
21 & 0.057 & 0.068 & 15.2 & 15.32 & 0.336 & 0.967 & 41.9 & 43.20 & 0.065 & 0.142 & 6.47 & 6.66 \\
30 & 0.057 & 0.068 & 15.6 & 15.72 & 0.336 & 0.967 & 42.8 & 44.10 & 0.065 & 0.142 & 6.43 & 6.63 \\
\hline
\end{tabular}


Figure 6.8: LiveIndex for LIT tuning; default query extent
of TAXIS. The search tree on the other hand is outperformed by an order of magnitude for both inserts and deletions. Regarding queries, the enhanced hashmap is the most robust structure; the efficiency of the other two is affected by the nature of the input stream and/or the length of the intervals. Update-heavy streams will incur a large number of tombstones and significantly slow down the append-only array, while long-lived intervals increase the size of LiveIndex and slow down the search tree. Overall, the enhanced hashmap offers the best trade-off between updates and queries, exhibiting always the lowest total time. For the rest of our experiments, we rely on the enhanced hashmap to store the LiveIndex.

LiveIndex: partitioning. We implemented both partitioning approaches from Sec-

Table 6.4: LiveIndex for LIT; in msecs; default extents
\begin{tabular}{|c||c|c|c|c||c|c|c|c|}
\hline \multicolumn{1}{|c|}{\begin{tabular}{c} 
input \\
stream
\end{tabular}} & \multicolumn{4}{c|}{ duration-based } & \multicolumn{4}{c|}{ capacity-based } \\
\cline { 2 - 9 } & insert & delete & query & total & insert & delete & query & total \\
\hline \hline TAXIS & 4653 & 7462 & 4 & 12121 & 5252 & 7418 & 11.4 & 12681 \\
BIKES & 5667 & 2358 & 5 & 8030 & 3305 & 4140 & 4.3 & 7449 \\
FLIGHTS & 3059 & 2018 & 4 & 5083 & 1742 & 2653 & 11.1 & 4405 \\
WILDFIRES & 27 & 33 & 3 & 63 & 23 & 27 & 2.8 & 52.8 \\
BOOKS & 83 & 270 & 352 & 706 & 82.6 & 204 & 319 & 606 \\
\hline
\end{tabular}

Table 6.5: DeadIndex for LIT; times in secs
TAXIS
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
query extent \\
[hours]
\end{tabular}} & \multicolumn{3}{|c|}{ 2D R-tree [1] } & \multicolumn{3}{c|}{ HINT } \\
\cline { 2 - 7 } & insert & query & total & insert & query & total \\
\hline \hline 1 & 69.7 & 3.21 & 72.9 & 8.43 & 0.28 & 8.71 \\
6 & 69.7 & 15.5 & 85.2 & 8.43 & 1.54 & 9.97 \\
12 & 69.7 & 29.8 & 99.5 & 8.43 & 2.96 & 11.4 \\
18 & 69.7 & 44.3 & 114 & 8.43 & 3.39 & 11.8 \\
24 & 69.7 & 59.2 & 128 & 8.43 & 6.20 & 14.6 \\
\hline
\end{tabular}

BOOKS
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
query extent \\
[days]
\end{tabular}} & \multicolumn{3}{|c|}{ 2D R-tree [1] } & \multicolumn{3}{c|}{ HINT } \\
\cline { 2 - 7 } & insert & query & total & insert & query & total \\
\hline \hline 1 & 0.63 & 45.9 & 46.5 & 0.15 & 0.27 & 0.42 \\
7 & 0.63 & 47.8 & 48.6 & 0.15 & 1.05 & 1.20 \\
14 & 0.63 & 51.2 & 51.8 & 0.15 & 1.86 & 2.01 \\
21 & 0.63 & 55.2 & 55.7 & 0.15 & 1.74 & 1.89 \\
30 & 0.63 & 59.1 & 59.7 & 0.15 & 2.96 & 3.11 \\
\hline
\end{tabular}
tion 6.2.1. To determine the best value for the duration constraint \(D_{L}\) and the capacity constraint \(C_{L}\), we conducted the experiment in Figure 6.8 where the total time (update plus query time) is reported, while varying \(D_{L}\) and \(C_{L}\). Note that as the value of both constraints increases, the number of LiveIndex buffers always drops. With the best observed values for each input stream in place, we compare the two approaches in Table 6.4, which also includes a runtime breakdown for each approach. We observe that the capacity-based partitioning always outperforms the duration-based by \(10 \%\), on average. For the rest of our analysis, as LiveIndex of LIT will use the capacitybased partitioning; also, based on Figure 6.8's experiment, we set \(C_{L}=10000\) for all streams.

DeadIndex. We compare HINT in the role of DeadIndex as discussed in Section 6.2.2,

Table 6.6: Pure time-travel queries: total update time [secs]
\begin{tabular}{|c||c||c||c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
input \\
stream
\end{tabular}} & \multirow{2}{*}{ Timeline } & \multirow{2}{*}{ te-HINT } & \multicolumn{3}{c|}{ LIT } \\
\cline { 4 - 6 } & & & LiveIndex & DeadIndex & total \\
\hline \hline TAXIS & 12.3 & 1886 & 14.5 & 8.43 & 22.89 \\
BIKES & 10.4 & 357 & 7.93 & 5.13 & 13.06 \\
FLIGHTS & 4.08 & 526 & 4.68 & 3.01 & 7.69 \\
WILDFIRES & 0.05 & 0.38 & 0.07 & 0.04 & 0.11 \\
BOOKS & 0.19 & 349 & 0.49 & 0.14 & 0.63 \\
\hline
\end{tabular}

Table 6.7: Pure time-travel queries: in secs; default extents
\begin{tabular}{|l||c|c|c|c|c|}
\hline \multicolumn{1}{|c|}{ Component } & \multicolumn{4}{c|}{ input stream } \\
\cline { 2 - 6 } & TAXIS & BIKES & FLIGHTS & WILDFIRES & BOOKS \\
\hline \hline LIT: LiveIndex & 0.157 & 0.005 & 0.011 & 0.001 & 0.371 \\
LIT: DeadIndex & 2.96 & 0.203 & 0.504 & 0.019 & 1.85 \\
\hline
\end{tabular}
against the 2D transformation approach proposed in [1], powered by a 2D R-tree from the highly optimized Boost.Geometry library. \({ }^{9}\) Table 6.5 reports the insert time and the query time for each DeadIndex approach, while varying the query extent. Due to lack of space, we show again only the numbers for BOOKS and TAXIS. HINT outperforms the 2 D R-tree on computing pure time-travel queries by at least one order of magnitude (usually two orders), while for ingesting dead records, the 2D Rtree is competitive only in case of BOOKS, which contains significantly fewer updates than TAXIS. In contrast, for the update-heavy TAXIS, the 2D R-tree is an order of magnitude slower than HINT for indexing new dead records. In view of the above, LIT will use HINT as its DeadIndex component for the rest of our analysis.

\section*{LIT against the competition}

We now compare the LIT hybrid index against \(t e\)-HINT (Section 6.1) and the state-of-the-art Timeline index [13] for transactional DBs. Figure 6.9 (first row) reports the total time (updates and queries) for each index to ingest the input streams, while varying the query extent. Our tests clearly show that LIT is the most efficient index for all input streams, followed in almost all cases by the Timeline index, while te-HINT ranks last, with the exception of WILDFIRES. To better understand these results, the second row of the figure reports the accumulated time over the 10K queries of the

\footnotetext{
\({ }^{9}\) Benchmark in [73] showed that Boost.Geometry (https://www.boost.org) R-tree implementations outperform the libspatialindex library (https://libspatialindex.org/).
}
stream and Table 6.6 reports the accumulated update time. The query costs of LIT and \(t e-\) HINT are always lower compared to those of Timeline; \(t e\)-HINT is competitive to LIT but in all cases slower. For updates, Table 6.6 shows the advantage of Timeline; recall from Chapter 3 that Timeline is designed for the support of fast updates in transaction-time DBs. Nevertheless, LIT is competitive to Timeline. Also, observe that the total updating cost is almost equally divided in between the LiveIndex and the DeadIndex. In contrast, te-HINT is orders of magnitude slower than LIT and Timeline in updates, mainly due to the high cost of moving intervals between partitions at different levels, as the timeline evolves and deletion events arrive. Overall, LIT offers the best tradeoff between updates and queries, resulting in the lowest total time, even for update-heavy streams such as TAXIS and BIKES. Lastly, we provide a breakdown
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Figure 6.9: Pure time-travel queries
to the query time of LIT in Table 6.7.

\subsection*{6.5.3 Range time-travel Queries}

We next switch gears and evaluate range time-travel queries, which include selections on the search-key \(A\). For a-LIT, we considered an equi-width partitioning of the \(A\) domain in 6-7 partitions.

\section*{Tuning a-LIT}

We first investigate the best setup for a-LIT.
LiveIndex. We compared two alternative solutions for the LiveIndex, following our discussion in Section 6.3.1; a Boost 2D R-tree which directly indexes the start-A 2D space and a series of pure LiveIndices, one for each partition of the \(A\) domain. For the interest of space, we had to omit the results of this comparison. Our tests showed that the series of pure LiveIndices solution always outperforms the 2D R-tree LiveIndex, both for updates and queries, even for the update-heavy streams, i.e., TAXIS and BIKES.

DeadIndex. We implemented the two options discussed in Section 6.3.2, a 3D R-tree which directly indexes both the validity interval of a dead version and its search-key \(A\), and a series of pure DeadIndices powered by HINT, one for each partition of the \(A\)-domain. Table 6.8 reports the total update (insert) and query time for each approach, while varying the search-key query extent; due to lack of space, we only report the case of the TAXIS-F and BOOKS streams. The table clearly shows the advantage of the multiple pure DeadIndices option in the role of the DeadIndex for a-LIT. The 3D R-tree DeadIndex is always slower both for updating (insertions of dead record versions) and querying. Especially in BOOKS, the performance gap rises to at least one order of magnitude because the 3D R-tree querying struggles with the long-live intervals.

\section*{a-LIT against competition}

We compare a-LIT against two competitors. The first is a time-first baseline, which directly employs the pure LIT and does not index the search-key. To answer a range time-travel query \(q\), this LIT (pure) first executes a pure time-travel query with

MVB-tree [37] \(\longleftarrow\) LIT (pure) \(\longleftarrow\) a-LIT (LiveIndex: enhanced hasmap, capacity-based partitions on time, partitioning on \(A\); DeadIndex: partitioning on \(A\), HINT) \(\longleftarrow\)
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Figure 6.10: Range time-travel queries

Table 6.8: DeadIndex for a-LIT; times in secs
TAXIS-F
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
search-key \\
query extent [dollars]
\end{tabular}} & \multicolumn{3}{|c|}{ 3D R-tree [1] } & \multicolumn{3}{c|}{ multiple HINTs } \\
\cline { 2 - 7 } & insert & query & total & insert & query & total \\
\hline \hline 3 & 81.9 & 40.6 & 123 & 9.48 & 0.49 & 9.97 \\
5 & 81.9 & 40.5 & 122 & 9.48 & 0.51 & 9.99 \\
10 & 81.9 & 40.6 & 123 & 9.48 & 0.40 & 9.88 \\
30 & 81.9 & 40.6 & 123 & 9.48 & 0.41 & 9.89 \\
50 & 81.9 & 40.5 & 122 & 9.48 & 0.41 & 9.89 \\
\hline
\end{tabular}

BOOKS
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow{2}{*}{\begin{tabular}{c} 
search-key \\
query extent [books]
\end{tabular}} & \multicolumn{3}{|c|}{ 3D R-tree [1] } & \multicolumn{3}{c|}{ multiple HINTs } \\
\cline { 2 - 7 } & insert & query & total & insert & query & total \\
\hline \hline 5 & 0.74 & 4.80 & 5.52 & 0.15 & 0.26 & 0.41 \\
10 & 0.74 & 5.35 & 6.07 & 0.15 & 0.25 & 0.40 \\
15 & 0.74 & 7.86 & 8.60 & 0.15 & 0.28 & 0.43 \\
20 & 0.74 & 9.14 & 9.88 & 0.15 & 0.27 & 0.42 \\
25 & 0.74 & 11.6 & 12.3 & 0.15 & 0.27 & 0.42 \\
\hline
\end{tabular}

Table 6.9: Range time-travel queries: total update time [secs]
\begin{tabular}{|c||c|c|c|}
\hline input stream & MVB-tree [37] & LIT (pure) & a-LIT \\
\hline \hline TAXIS-F(-P) & 341 & 27.9 & 29.3 \\
BIKES & 57.8 & 15.7 & 16.5 \\
FLIGHTS & 61.6 & 8.76 & 9.89 \\
WILDFIRES & 0.28 & 0.12 & 0.14 \\
BOOKS & 1.86 & 0.85 & 0.87 \\
\hline
\end{tabular}
[q.tstart, q.tend] and then, checks the attribute \(A\) of every intermediate result against the [q.Astart, q.Aend] range. The second competitor is the state-of-the-art index for multi-versioned DBs, MVB-tree [37]. The first and the third rows in Figure 6.10 report the total time of the indices, while varying the \(A\)-range of the query and the temporal query extent, respectively. Observe that both LIT-based indices outperform the MVB-tree, in all input streams and tests. The reason is the high cost of update handling by the MVB-tree; the performance gap is larger for the TAXIS and BIKES (update-heavy streams). As Table 6.9 shows, LIT (pure) and a-LIT capitalize on the LiveIndex to cope with updates. In fact the MVB-tree is competitive only in BOOKS; this dataset has the smallest number of updates and queries significantly contribute to the total time. a-LIT always outperforms LIT (pure) as expected in answering range time-travel queries (second and fourth row in Figure 6.10), because LIT (pure) can-
not prune the search space using the search-key attribute. Overall, a-LIT exhibits a good tradeoff between updating and querying, being able to efficiently handle both update-heavy and moderate streams. Based on the our tests, we expect a even bigger advantage over LIT (pure) for query-heavy streams.

\subsection*{6.5.4 Index Size}

We conclude our analysis with the index size growth over time. Figure 13 plots LIT's size as a function of the percentage of the updates in each stream. Observe that LIT's space increases linearly with the number of updates, which makes it appropriate for in-memory management of time-evolving data. A linear growth ensures that its performance characteristics remain consistent. As the number of records increases, the time complexity of index lookups remains relatively constant, allowing for consistent and reliable query performance. Furthermore, as new records are added to the database, the index can be updated in a predictable manner, making it easier to maintain. Finally, the index can handle an increasing amount of data without a significant drop in query performance, which makes it scalable.


Figure 6.11: LIT: size growth over time

\subsection*{6.6 Conclusions and Future Work}

In this chapter, we proposed LIT, a hybrid index for time-evolving databases, which decouples the handling of current (live) record versions from the management of past (dead) record versions. We studied options for implementing the live and dead
index components, focusing on minimizing the cost of index updates and queries. We considered pure time-travel queries that retrieve active record versions at some time point or period in the past, and range time-travel queries, which additionally apply a selection predicate on a search-key attribute. Our tests unveil the best approaches for handling live and dead record versions in LIT and shows that LIT is orders of magnitude faster than temporal indices that index live and dead versions in the same structure. LIT uses linear space to the number of record versions, which renders it suitable for in-memory indexing of temporal data.

\section*{Chapter 7}

\section*{Conclusions and future work}

\subsection*{7.1 Summary of Contributions}

\subsection*{7.2 Directions for Future Work}

In conclusion, we present a summary of our significant contributions, along with outlining potential paths for future research.

\subsection*{7.1 Summary of Contributions}

In this dissertation we studied interval data management in main memory. Interval data find many applications. Yet, as we showed the multiple use cases and query operators were not sufficiently covered by the previous work in the area. Since indexing plays a crucial role in performance, database systems have high demand for fast in-memory implementations of indices with widely-used query operators.

In the first part of our work we analyzed the use case of indexing intervals with valid time specifications. We proposed a hierarchical index (HINT) for intervals, which has low space complexity and minimizes the number of data accesses and comparisons during query evaluation. We introduced a division of intervals into groups depending on how their endpoints match the partition boundaries, we theoretically proved that the expected partitions for which comparisons are necessary is at most four, we added further optimizations for fast retrieval times and we proposed a model for
tuning the value of the parameter \(m\) for \(\mathrm{HINT}^{m}\). Our experimental evaluation on real and synthetic datasets showed that HINT outperforms previous work by almost one order of magnitude in a wide variety of interval data and query distributions. Furthermore, we evaluated our methods for interval join. We conducted experiments against the state-of-the-art and showed that for small sized datasets, \(\mathrm{HINT}^{m}\) is able to outperform the competition.

In the second part of our work, we extented our index so that it can answer effieciently Allen's predicates. We showed the necessary additional comparisons and accesses on HINT \({ }^{m}\) for each predicate in Allen's algebra. In addition, we showed that a generalized version of \(\mathrm{HINT}^{m}\) is directly suitable for processing queries using all Allen's predicates, while maintaining the excellent performance of HINT \({ }^{m}\) for G-OVERLAPS queries. Our index fully supports selection queries based on Allen's relationships [72] between intervals, achieving consistently excellent performance independently of the query predicate.

In the third part of this dissertation we studied indexing for transaction-time databases. We proposed LIT, a hybrid index for time-evolving data, which decouples the handling of current (live) record versions from the management of past (dead) record versions. We studied options for implementing the live and dead index components, focusing on minimizing the cost of index updates and queries. We considered pure time-travel queries that retrieve active record versions at some time point or period in the past, and range time-travel queries, which additionally apply a selection predicate on a search-key attribute. Our experimental evaluation unveiled the best approaches for handling live and dead record versions in LIT and shows that LIT is orders of magnitude faster than temporal indices that index live and dead versions in the same structure. We also showed that LIT uses linear space to the number of record versions, which renders it suitable for in-memory indexing of temporal data.

\subsection*{7.2 Directions for Future Work}

In this section, we outline ideas for additional research. For future work, there are several directions, on which we elaborate below:

Multiple Temporal Operators. Most proposed indices are specialized on one temporal operator. Keeping a different index for each type of query is not affordable for a

DBMS in terms of tuning, maintenance and storage overhead. Different indices will have different beneficial sortings, will possibly cause data replication and different optimizations in general. All the commonly used operators, temporal aggregation, time travel and temporal join should be supported by one index. Eventually, we plan to generalize LIT to support all the commonly used operators so that it becomes a versatile index capable of temporal database system integration. This direction will have an impact on the information kept for the intervals and may lead to the use of additional auxiliary indices for supporting the new operators.

Distributed Computation. Moreover, the big volumes of data may be distributed among multiple physical locations. This makes exploring the integration of distributed temporal indexing within the Apache Spark [74] an interesting research direction for future work. The key-challenge is to align our algorithms of data partitioning with Spark practices. First of all, we plan to prepare known collections of intervals with labels of partitions (and groups) they would be assigned to if we would utilize a HINT structure. Then the data will be organized with functions available in Spark (e.q. groupBy) and grouped in Dataframes. This will ensure that our indexing will be aligned with Spark's data partitioning scheme. By utilizing Spark's transformations, we can efficiently organize the indexed data into different computing nodes. Next steps, contain optimizing query performance and maintaining the index in an incremental manner, using Spark's built-in functions and leveraging Spark Streaming.

Temporal Database Management System (DBMS) Design. Another direction for future work is the integration of our algorithms in a DBMS like PostgreSQL. We plan to add the algorithms and partitioning scheme of HINT in PostgreSQL by extending the Generalized Search Tree. GiST is purely compatible with the query planner, optimizer, and execution engine of PostgreSQL, while being flexible and versatile. By extending the capabilities of the GiST index with specialized GiST operator classes, tailored extractors, and comparators designed for interval data, more efficient handling of range interval queries can be achieved. Additionally, with the adoption of PostgreSQL's built-in interval partitioning mechanisms we plan to enable the logical organization of interval data into partitions, further optimizing data retrieval for range interval queries.
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[^0]:    ${ }^{1}$ Whether an interval $s \in P_{\ell, i}$ is assigned to $P_{\ell, i}^{O}$ or $P_{\ell, i}^{R}$ is determined at insertion time (Algorithm 4.1). At the first time Line 5 is executed, $s$ is added as an original and in all other cases as a replica. If Line 5 is never executed, then $s$ is added as original the only time that Line 8 is executed.

[^1]:    ${ }^{2}$ For simplicity, we discuss this organization when a partition $P_{\ell, i}$ is divided into $P_{\ell, i}^{O}$ and $P_{\ell, i}^{R}$; the same idea can be straightforwardly applied also when the four subdivisions discussed in Section 4.2.1 are used.

[^2]:    ${ }^{3}$ Similar to the previous section, this storage optimization can be straightforwardly employed also when a partition is divided into $P_{\ell, i}^{O_{i n}}, P_{\ell, i}^{O_{\text {aft }}}, P_{\ell, i}^{R_{i n}}, P_{\ell, i}^{R_{\text {aft }}}$.

[^3]:    ${ }^{4}$ Small adjustments are applied for the $P_{l, i}^{O_{i n}}, P_{l, i}^{O_{\text {aft }}}, P_{l, i}^{R_{\text {in }}}, P_{l, i}^{R_{\text {aft }}}$ subdivisions and the storage optimizations.
    ${ }^{5}$ Source code available in https://github.com/pbour/hint.

[^4]:    ${ }^{6}$ The cache misses optimization (Section 4.2.3) is only applicable to $\mathrm{HINT}^{m}$.

