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ABSTRACT

Virginia Tsintzou, M.Sc. in Computer Science, Department of Computer Science and
Engineering, University of loannina, Greece, October 2018.
Bias Disparity in Recommendation Systems.

Advisor: Panayiotis Tsaparas, Associate Professor.

Recommender systems have been applied successfully in a number of different
domains, such as, entertainment, commerce, and employment. Their success lies in
their ability to exploit the collective behavior of users in order to deliver highly
targeted, personalized recommendations. Given that recommenders learn from user
preferences, they incorporate different biases that users exhibit in the input data. More
importantly, there are cases where recommenders may amplify such biases, leading
to the phenomenon of bias disparity. Amplifying bias for different groups of users can
lead to isolating sensitive groups or indirect discrimination.

The goal of this thesis is to study bias disparity in recommender systems. To this
end, we define metrics for bias and bias disparity for reccommendation systems. Then,
we consider variants of the K-Nearest Neighbors recommendation algorithms, and
we perform a systematic analysis of their behavior using synthetic data. The goal is to
understand the conditions under which those algorithms exhibit bias disparity, and
the long-term effect of recommendations on data bias. We observe that even moderate
amount of bias, and small biased groups can lead to significant bias amplification.
Using the Movielens dataset, we also present cases of real data where bias is observed
and confirm bias disparity on recommendations.

To address the problem of bias disparity, two algorithms that post-process recom-
mendations are considered. The algorithms re-rank the results of any recommenda-
tion algorithm in order to produce new sets of recommendations where bias disparity
is eliminated. Each bias correcting algorithm aims at providing useful recommenda-

tions by targeting the utility of the user group or the least satisfied user in the group.
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We conclude that correcting bias in recommendations slows down the polarization of

users in the long-term.
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EXTETAMENH [IEPIAHWH

Broytwio Totvtlou, M.A.E. atnv [TAnpogopixn, Tunuo Mnyovixewy H/Y xow [TAnpogo-
owng, Havemtotquio lwavvivewy, OxtwPetog 2018.
[Mpoxoataindn oe Lvotiuoto LUoTACEWY.

EmBAénwy: [avoyintng Toandpog, Avarminpwtig Kabnyntie.

To cvoTHPOTO CLETAGEWY EXOLY PEYAAO TTANDOG EQAELOYWY, TTOL cLYVA [Bploxo-
vto 6T0 JLodixTLOo. ot TTOPASELY A, NAEXTOOVIXA XATOUGTALOTOL TOL Y ONOLULOTTOLOVY
YLOL VO TTPOTELYOLY TTPOLOYTOL GTOVG YPNOTES, LETO XOLYWYLXNG OXTOWONS TTPOTELYOLY
™ oOVOEON UE GANOLG XPNOTEG, UMYOVES avalntnong spyooiag mpoteivovy BEoestg
EQYXOLOG OYETIXEG LE TOLG XPNOTEG, %.&. H yonotpdtnto oL n amoTeEASoPUaTIXOTTO
TWY 0Ayoplbpwy ocvotdoswy oeiletal oto YeYOovog 6Tl Baoilovtol oTLg LOLXLTEPES
TPOTLUNOELG TWV YEPNOTWY TTOL GUAAEYOVTOL OTTO TLG XAANAETLOPACELS TOVG UE XE-
moto o¥otnue. To LOVTEAN CUOTAOEWY EVOWUATWYOLY TLG TPOTLUNOELS OVTEG %Ol
TOPAYOVY TTLO GTOYEVUEVES TTPOOWTILXES OLOTAOELS. OL ETULAOYEG TWV YENOTWY OL-
Vo yopoxtnpllovtor amd dLépopes mpoxatainders. H exmaidevon evdg povtéAov
oe dedopéva TTov yapoxTneilovtol amd T LepoAnPia Twy XENOTWY, 0dNYEL oTNY
OVOTTAEOY WYY xoL OENOY Tng TEoxaTdAndng otig ovotaoets. H adEnon tng mpo-
XOTAANPNG OTLS CLUOTAOELG OE OUYKEXPLILEVES OUAGES YONOTWY ULTTOPEL Vo 0dMYNOEL
OTNY OVOTTOPOYWYY] OTEPEOTUTIWY, OLOXPLOELG XOL ATTOUOVWOT eLALCONTWY XOLYWYL-
%WV OLASWV.

Avt 7 gpyooio €xel 0TOXO VO LEASTNOEL TNV AVLOOTNTA TNG TTEOXATOANYNG UE-
ToED TV JeDOUEVWY TTPOTLUNTEWY TWY XPNOTWY XOL TWY CLOTACEWY TWY aAY0PL0-
pwy. Optlovpe PETELXEG YLO TNV TTEOXATOANYN %KoL TNY OVLGOTNTO TNG TTEOXXTOAY-
(NG TWV CLOTNUATWY CLOTACEWY. ETAéYoLUE TEOOEPO SLOPOPETIXA LOVTEAX OUL-
OTAOEWY TOL ElvoL SLAPOPES TToPOAAYES TOL ahyoplOpov Kovtivdtepol [Meitoveg
%ol INULOLEYWVYTOG oLVOETIXA OESOUEVD, TTOPATNPOVIE TN CUUTEQLYPOPE TWV OA-

YoPlOpwY oLOTACEWY OE OLAYOPES TEPLTTWOELS UE GTOYO VO XX TAVOTIOOLUE TIOLEG

viil



ovvbMxeg TPOXaAOVY aENON NG TEOXATAANYNG OTLS ovoTtaoels. EmimAéoy, peie-
ThUEe ™V LoxpoTpdbeouy enidPaoY TWY LOVTEAWY EVOOUATWOYOVTOS TS GUGTAOELS
otor OedoUEVO. ALOTILOTWVOLUE OTL OXOUT KO OTLG TEQLTTTWOELS TTOV TA OECOUEVX
TEOTLUNCEWY TWY XONOTWY XopoxTNELlovTon amd LETOLO TTEOXATAANYY N LTTAEYOLY
ULXPES OUABES YENOTWY HE TEOXATAANYY], TOTE OL oLOTAOELS UTTOPEL Vo 0dYNHovy
oc oNUOWVTLXY AVENOT NG TEOXATAANY TS otar amoteAéopota. Ilapovaralovpe Te-
OLTTTWOELG TTPAYLATIXWY OESOUEVWY UE TTPOXATAANYN YENOLLOTTOLWOVTOS TO GUVOAO
dedopévwy Movielens, oL omoleg emifBeBatdivovy Tor ELENULATO.

TENog, YLt VO OVTLULETWTLOTEL TO TEOPRANUO TNG OVLGOTNTOS TNG TTEOXATAANYNG
OTLE OLOTAOELS, TTPOTEivoLUE BVO0 aAyoplbupovg emeEepyaoiog TwY cLOTACEWY ATTO
OTTOLOONTOTE LTLAPYOV LOVTEAOD. Ot aAydpLpol avodlatdooovy T OTTOTEAECULATO
TOU OAYOPLOLOL CLOTATEWY XL TTOPAYOLY VEX GOVOAXL GLOTACEWY TOL SLATNEOVY
otobepn Ty TEoxaTAANYY Twy dedopévwy etaddov. Ot aiydpLbuol Stépbworng mo-
POAANACL GTOYEVOLY VO ETILOTPEPOLY AELOAOYES CLUGTACELG TTOL €YOLY LYMAN XEMOL-
uoTnTe, M omolor optleTon €(Te YLt TO GUVOAO LG OUADNS XONOTWY, EITE ATOULXA
Yl 6Aovg Tovg YENotes. O TPwTog aAydpLipog ovopdletor GULM xow otoyevet
Ol VEEC GLOTAOELS VO EYOVY YOUNAT TIWOAELX YONOLULOTNTOS OE OYEOT UE TLG OOYLXES
OLOTAGCELG, XATA LEGO OO, YLOL OAN TNV opada XPNoTwy. O deltepog ahyopLbpog ovo-
uwéletor MULM %o mtopdyet véeg OLOTAOELS OL OTTOLEG OEY adLXOVY XATTOLO YPNOTN
X0l EAAYLOTOTIOLOVY TV LEYLOTY] ATUWAELOL Y ONOTY], ONAOSY] TNV ATTWAELOL YENOLLOTNTOS
07O VEO OGUVOAO GLOTACEWY YLO. TO XEPNOTY O oyéon UE To apyLxd. EEgtdlovue
OLUTEPLPOPE TwV aAyopibuwy dLépbwong xar emPBefotwvovpe TNy amodoTIXOTTE

TOUG.
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CHAPTER 1

INTRODUCTION

Decisions based on algorithmic results is a common phenomenon. However, blindly
relying on algorithms has proven to be risky, because results are not always objective.
In cases where a computer system reflects human values, we say that algorithmic bias
occurs. For example, algorithms that assess the risk of a prisoner in the USA to
reoffend, have been reported to produce biased results ([11, [2]). Blacks were 77%
more likely to be classified as higher risk of commiting a future crime, while whites
where more often classified as lower risk.

Biases have also occured in recommendation systems. Recommender systems have
found applications in a wide range of domains, including e-commerce, entertainment,
social media, news portals, and employment sites [3]. They are used for recommend-
ing products in shopping portals, entertainment content in video or music portals,
information in content portals, job opportunities in employment portals. They have
been proven to be extremely effective in predicting the preferences of the users, fil-
tering the available content to provide a highly personalized and targeted experience.
One of the most popular classes of recommendation systems is collaborative filtering.
Collaborative Filtering (CF) uses the collective behavior of all users over all items to
infer the preferences of individual users for specific items [3]. However, given the
reliance of CF algorithms on the input preferences, they are susceptible to biases that
may appear in the input data.

In this work, we consider biases with respect to the preferences of specific groups of

users (e.g., men and women) towards specific categories of items (e.g., different movie



genres). For example, a case of gender discrimination in recommendations occured
at the social platform Linkedin [4]. Following the search of the usually female name
”Andrea”, appeared the suggestion of the alternative search for Andrew” which is
commonly a male name. However, the oppositive suggestion for the search ”Andrew”
did not appear because of the bias in the input data used to train the recommendation
model.

Bias in recommendations is not necessarily always problematic. For example, it
is natural to expect gender bias when recommending clothes. However, gender bias
is undesirable when recommending job postings, or information content. Further-
more, we want to avoid the case where the recommender system introduces bias in
the data, by amplifying existing biases and reinforcing stereotypes. We refer to this
phenomenon, where input and recommendation bias differ, as bias disparity.

The goal of the thesis is to understand the emergence of bias disparity under differ-
ent conditions, and propose algorithms that correct it. We consider data that include
implicit feedback and recommendation algorithms that are alternative approaches of
K-Nearest Neighbors algorithm.

More specifically:

* We define notions of bias and bias disparity for recommender systems. Our
definitions capture the increase in probability of a user to prefer items from

specific categories.

¢ Using synthetic data we study different conditions under which bias disparity
may appear. We observe that even moderate amount of bias, and small biased
groups can lead to significant bias amplification. We also consider the effect of

the iterative application of recommendation algorithms on the bias of the data.

 Using the MovieLens! dataset, we study cases where bias and bias amplification

appears in real data.

* We consider two algorithms that re-rank the results of the recommenders for

correcting bias disparity and study them experimentally.

The rest of the thesis is structured as follows. In Chapter 2, we review work
related to recommendation systems, bias in recommendations and classification and

fairness to users. In Chapter 3, we provide the main definitions of bias and bias

'MovieLens 1M: https://grouplens.org/datasets/movielens/1m/
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disparity for recommendations, and describe the recommendation algorithms we use
in our experiments. We present experiments on the recommendation algorithms in
Chapter 4. In Chapter 5, we describe two algorithms that process recommendations
and correct bias disparity and in Chapter 6, we review our work and provide our

conclusions.



CHAPTER 2

ReELATED WORK

The problem of algorithmic bias, and its flip side, fairness in algorithms, has attracted
considerable attention in the recent years [5, 6]. In [7] they explore the risks of data-
driven algorithms as well as the requirements to ensure fairness. There is work related
to different applications, such as online search engines([8], [9]) or text mining ([10]).
Most existing work focuses on classification systems ([111, [12], [13], [14]), while there
is limited work on recommendation systems. One type of recommendation bias that
has been considered in the literature is popularity bias [15]. It has been observed that
under some conditions popular items are more likely to be recommended leading to
a rich get richer effect, and there are some attempts to correct this bias ([161], [17D).
Related to this is also the quest for diversity [18], where the goal is to include different
types of items in the recommendations.

These notions of fairness do not take into account the presence of different (pro-
tected) groups of users and different item categories that we consider in this work.
In [19] they assume different groups of users and items, they define two types of
bias and they propose a modification of the recommendation algorithm in [20] to
ensure a fair output. Their work focuses on fairness, rather than bias disparity, and
works with a specific algorithm. The notion of bias disparity is examined in [21]
but in a classification setting. In [22], they mention different causes of unfairness in
classification and they focus on indirect prejudice which they define as the statistical
dependence between a sensitive feature, such as gender, and a target variable of the

classifier, such as income.



Fairness in terms of correcting rating errors for specific groups of users was stud-
ied in [23] for a matrix factorization CF recommender. They use different measures
of unfairness, such as the value of inconsistency in estimation error between an ad-
vantaged and a disadvantaged group of users. They focus on decreasing those in-
consistencies of the predictions between the groups and treating them the same way.
However, this does not guarantee that the recommendations will not become more
biased, since recommendations that are equally biased are considered as fair.

The issue of fairness and bias is also relevant to ranking. In [24], they point out
that ranking positions influence the amount of attention the ranked subjects receive
and that position bias in rankings can lead to unfair distribution of opportunities such
as jobs. They suggest that improving equity of attention that users give to equally
relevant subjects is important and they propose a solution by swapping positions
among equally relevant subjects while retaining high ranking quality. Fairness in
ranking is also related to protected groups. In [25], they raise the issue of reducing
biases in the representation of an under-represented group along a ranked list. They
propose an algorithm for selecting a number of protected candidates over a proportion
threshold while maximizing utility. That is, either selecting most qualified candidates
or ranking with descending qualifications.

Application of recommenders has significant impact on user preferences in the
long-term. Feeding the recommendation systems with data of user preferences affects
the recommendations and consequently the future selections of the users. This feed-
back loop between user behavior and recommendations is examined in [26] where
they suggest that this loop creates confounded data and causes homogenization of
users, which is amplified every time the data go through the loop, without gaining
utility. They measure and report their findings on the impact of algorithmic con-
founding on a range of recommendation systems using synthetic data.

In this work, we examine fairness in recommendation systems in cases that pro-
tected groups may be affected. We aim at measuring bias in the data and defining
the conditions under which this is exaggerated, either in the short-term or in the

long-term, and propose ways of mitigating this exaggeration.



CHAPTER 3

ProBLEM DEFINITION

3.1 Definitions

3.2 The Recommendation Algorithms

3.1 Definitions

We consider a set of n users U and a set of m items Z. We are given an associations
n X m matrix S, where S(u,i) = 1 if user u has selected item ¢, and zero otherwise.
Selection may mean that user u liked post ¢, or that u purchased product 7, or that
u watched video ¢. These observations are also known as “implicit feedback data”,
where we do not have explicit ratings by the users on how much they liked (or not)
an item, but rather only binary information on whether they selected the item or not.
There are several applications where this kind of data are generated, and there is a
need for generating recommendations from such data.

We assume that users are associated with an attribute Ay, e.g., the gender of the
user. The attribute A; partitions the users into groups, that is, subsets of users with
the same attribute value, e.g., men and women. We will typically assume that we have
two groups and one of the groups is the protected group. Similarly, we assume that
items are associated with an attribute A, e.g., the genre of a movie, which partitions
the items into categories, that is, subsets of items with the same attribute value, e.g.,
action and romance movies.

Given the association matrix S, we define the input preference ratio PRs(G,C') of

6



group G for category C' as the fraction of selections from group G that are in category

C. Formally:
2 uec Qe O (1)

> uea 2ier S(u,9)

This is essentially the conditional probability that a selection is in category C' given

that it comes from a user in group G.

To assess the importance of this probability we compare it against the probability
P(C) = |C|/m of selecting from category C' when selecting uniformly at random. We
define the bias Bs(G,C') of group G for category C' as:

PRs(G,C)

Bs(G,C) = P(C)

(3.2)

Bias values less than 1 denote negative bias, that is, group G on average tends to select
less often from category C, while bias values greater than 1 denote positive bias, that
is, group G favors category C disproportionately to its size.

Defining bias and deciding when a group of users is biased in favor of an item
category, is complicated. Even though Eq. (3.2) takes into account the size of item
categories, it ignores the size of user groups. Including the size of groups in the bias
definition would allow us to compare the preference of different groups towards the
same item category. In this work, we are interested in examining bias as the preference
of a group towards an item category over other categories. Alternative definitions of
bias are left for future work.

Assume that the recommendation algorithm outputs for each user u a ranked list
of r items R,. In our work we view the recommendation list as a set of r elements.
The collection of all recommendations can be represented as an associations matrix
R, where R(u,i) =1 if item ¢ is recommended for user v and zero otherwise. Given
the matrix R, we can compute the output preference ratio of the recommendation
algorithm, PRR(G,C), of group G for category C using Eq. (3.1), and the output
bias Br(G,C) of group G for category C.

To compare the bias of a group G for a category C in the input data S and the
recommendations R, we define the bias disparity, that is, the relative change of the

bias value.
G,C) — Bs(G,C)

Bs(G,C)

Our definitions of preference ratios and bias are motivated by concepts of group

BD(G,C) = B (3.3)

proportionality, and group fairness considered in the literature [5, 6].



3.2 The Recommendation Algorithms

We consider the top-r recommendation problem, where we wish to determine which
are the » most suitable items to recommend to a particular user. We use neighborhood-
based collaborative filtering algorithms, and specifically, different variants of K -Nearest-
Neighbors (KNN) algorithm adapted on implicit data. The notion of neighborhoods
will be defined for either users or items. Therefore, the algorithms are divided in
user —based and item —based according to the axis along which we consider neighbors,
and similar entities. In the case of user-based algorithms, predictions are derived from
the preferences of the users that are the most similar to the particular user for whom
we produce recommendations. Respectively, in item-based algorithms, the user’s own
preference on items that are the most similar to a particular item contributes to the
prediction for that item.

The algorithms use the preferences of users in the neighborhood or the association
between the user and items in the neighborhood to compute a utility value. This value
indicates how suitable is an item for a user, and therefore the items with the highest
utility are recommended to the user.

For similarity, we use the Jaccard similarity, JSim, computed using the matrix
S. Jaccard similarity between two sets of users or items I and J .is the size of the
intersection of / and J, divided by the size of their union.

| InJ|
-~ |[TuJ|

JSim (3.4)

In the selection of neighbors, ties of similarity may occur. Ties also happen at the
selection of the top-r items for recommendation based on their utility values. The

algorithms handle all cases of ties by selecting randomly.

3.2.1 User-based algorithms

We use two user-based algorithms that form neighborhoods of users that are similar
to the user for whom we want to find the top-r recommendations. The UserRKNN
algorithm selects for each user the K most similar users, over all users. On the
other hand, users that have selected the item we want to predict, are considered
more relevant to the context of the particular prediction. Hence, we use the context
algorithm, CUserRKNN. In CUserKNN, neighbors are users that are similar to user u

and have already selected the item i for which we want to calculate a utility value

8



for w.
As we see in Algorithm 3.1, the UserKNN first computes for each user, u, the set
Nk (u) of the K most similar users to u. For user u and item ¢ not selected by u, it

computes a utility value

D neNg(w JSIM(u, n)S(n, i)
ZnENK(u) ]Slm(u’ n)

The utility value V(u,i) is the fraction of the similarity scores of the top-K most

(3.5)

Vi(u,i) =

similar users to u that have selected item 4.

We expect UserRKNN to define neighborhoods of users that are biased in favor of
the same item categories.

In CUserKNN (Algorithm 3.2), the K nearest neighbors are selected from the pool
of neighbors of u that have selected item i. To calculate the utility value V' (u,) for a
user v and an item ¢ not selected by u, the algorithm finds the set of neighbors Ny (u)

and sums their similarities to u. So the utility value is computed as follows.

V(ui)= Y JSim(u,n) (3.6)

neN (u)
The fact that the utility values are calculated without being normalized and are
based on the similarity values between user v and the neighbors that selected item
i, implies that it is easier for CUseRKNN than the UserKNN to distinguish among

items.

3.2.2 Item-based algorithms

The item-based algorithms form neighborhoods of items and recommend items that
are similar to those that users have selected. The ITEMKNN selects for each item the
K most similar items, over all items, while the CITEMKNN selects neighbors of the
items from the pool of items that each user has selected. The algorithms compute
utility values for every user v and every item ¢ not selected by wu.

Specifically, ITeMKNN (Algorithm 3.3) computes for each item, i, the set N (i) of
the K most similar items to 7. For user v and item ¢ not selected by u, the algorithm

computes the utility value

ZneNK(i) ]Sim(i7 n>5(ua n)

3.7
ZneNK(i) JSim(i,n) (3.7

Vi(u,i) =



Algorithm 3.1 UserRKNN

Input: K: number of nearest neighbors, r: number of recommendations,

S: associations matrix
Output: V: utility values matrix, R: recommendations matrix

1: for each user z do

2: for each user y # = do
3: I(z) < items ¢ for which S(z,i) =1
4 I(y) < items i for which S(y,i) =1
5 calculate Jaccard similarity
. [£(x) N 1(y)]
AN e
6: end for
7: end for
8: for each user u do
9: for each item i ¢ S(u) do
10: Nk (u) < find K most similar users to u.
11: calculate utility values
> JSim(u,n) - S(n,i)
, neNg (u
Viu,i) < )Z JSim(u,n)
neNr (u)

12: end for
13: end for

14: R < recommend r items to each user with highest utility values

The utility value V(u,i) is the fraction of the similarity scores of the top-K most
similar items to ¢ that user u has selected.

As mentioned in [27], item-based algorithms are enabled to provide more rele-
vant recommendations since the recommendations occur based on each user’s own
ratings. We expect that this apllies also in our case of implicit feedback. Generally,
ITEMKNN enables items in the long tail to receive relatively higher utility values than
in UserRKNN. It is more possible that items in the long tail have neighbors that also
have less ratings and belong in the long tail. This occurs due to the Jaccard similarity

calculation. If an item ¢ in the long tail was rated by a number of common users with

10



another item j, then the size of the union of users that rated both items is smaller if
j also comes from the long tail. That leads to higher similarity values among these
items.

In Algorithm 3.4 we see that CITEMKNN follows CUserRKNN in the selection of
neighbors. That is, for each user u and each item ¢ not selected by u, it computes
the set Nk(i) of the K closest items to i that were selected by u consist the set of
neighbors Ng (7).

It then calculates the utility value

V(ui)= Y JSim(i,n) (3.8)
neN (i)
which is the sum of similarities of item 7 with its neighbors.

Clearly, the value of K cannot be larger than the number of ratings of user u. Also,
if K is equal to the number of selections of u in S, then the ratio PR of neighbors
for an item ¢ is equal to the preference ratio of the user PRg(u). This way, the item
we predict, has more neighbors from the category of the user. In this case we expect

that the algorithm enables items from the category of the user for recommendation.
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Algorithm 3.2 CUserKNN

Input: K: number of nearest neighbors, : number of recommendations,
S': associations matrix
Output: V: utility values matrix, R: recommendations matrix

1: for each user z do

2: for each user y # = do

3: I(z) < items ¢ for which S(z,7) =1

4 I(y) < items i for which S(y,i) =1

5 calculate Jaccard similarity

: [I(z) N I(y)]

S ey U

6: end for

7: end for

8: for each user v do

9:  for each item i ¢ S(u) do

10: Nk (u) < find K most similar users to u that have selected item 1.

Vn € Ng(u) = S(n,i) =1
11: calculate utility values

V(u,i) < Y JSim(u,n)

nENg (u)
12: end for
13: end for

14: R < recommend r items to each user with highest utility values

12



Algorithm 3.3 ITEMKNN

Input: K: number of nearest neighbors, : number of recommendations,
S': associations matrix
Output: V: utility values matrix, R: recommendations matrix

1: for each item z do

2:  for each item y # x do
3: U(z) < users u for which S(u,z) =1
4 U(y) < users u for which S(u,y) =1
5 calculate Jaccard similarity
: U(z) N U(y)]
N e TI]
6: end for
7: end for
8: for each user u do
9: for each item i ¢ S(u) do
10: Nk (i) «+ find K most similar items to i.
11: calculate utility values
> JSim(i,n) - S(u,n)
, neNg (i
V(i) e m )z JSim(i, n)
neNg (i)

12:  end for
13: end for

14: R < recommend r items to each user with highest utility values

13



Algorithm 3.4 CITEMKNN

Input: K: number of nearest neighbors, : number of recommendations,
S': associations matrix
Output: V: utility values matrix, R: recommendations matrix

1: for each item z do

2: for each item y # x do
3: U(x) < users u for which S(u,z) =1
4 U(y) < users u for which S(u,y) =1
5 calculate Jaccard similarity
: U(z) NU(y)|
N BT
6: end for
7: end for
8: for each user u do
9:  for each item i ¢ S(u) do
10: Nk (i) < find K most similar items to i that user u has selected.
Vn € Ng(i) = S(u,n) =1

11: calculate utility values

V(u,i) < > JSim(i,n)

nENK(’L)
12: end for
13: end for

14: R < recommend r items to each user with highest utility values

14



CHAPTER 4

EvaLuATING Bias DisPARITY

4.1 Synthetic data generation

4.2 Single group

4.3 Symmetric Preferences

4.4 Asymmetric Preferences

4.5 Varying group and category sizes

4.6 Iterative Application of Recommendations

4.7 Bias disparity on real data

In this Chapter, we will evaluate experimentally bias amplification for recommenda-
tion algorithms we consider. To understand the conditions that lead to the emergence
of bias amplification we will work with synthetic datasets with controlled degree of
bias. We also measure bias and bias amplification on real data, using the MovieLens

dataset.

4.1 Synthetic data generation

We create datasets of n users and m items. Each dataset consists of an n x m matrix S.
All datasets are implicit feedback datasets, that is, the generated matrices are binary. A

value S[u,i] = 1 denotes that user u has selected item i. Items are partitioned into two
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categories (' and C; of size m; and my respectively. Users consist one group G or in
most cases they are split into two groups G; and G-, of size n; and n, respectively. We
assume that users in G; tend to favor items in category (', while users in group G
tend to favor items in category (. To quantitfy this preference, we give as input to the
data generator two parameters p;, po, where parameter p;, determines the preference
ratio PRg(G;, C;) of group G; for category C;. For example, p; = 0.7 means that 70%
of the ratings of group G, are in category (). In the case where we have one group
of users, we assume they prefer category C'; with preference ratio p.

The datasets we create consist of 1,000 users and 1,000 items. We assume that
each user selects 5% of the items in expectation and we recommend r = 10 items per
user. The presented results are average values of 10 experiments.

We perform sets of experiments that examine the role of the preference ratios, the
group and category sizes, the number of K neighbors, and the number of recommen-

dations 7.

4.2 Single group

In this experiment, we have one user group G and two equal-size item categories C
and (5. Users in G tend to favor C) items with preference ratio p, which takes values
from 0.5 to 1, in increments of 0.05. In Figure 4.1, we plot the output preference
ratio PRr(G,C)) as a function of p for the four recommendation algorithms. Note
that in this experiment, bias is the preference ratio scaled by a factor of two. We report
preference ratios to be more interpretable. The dashed line shows when the output
ratio is equal to the input ratio and thus there is no bias disparity. We consider
different values for K, the number of neighbors. For CUseRKNN and CITEMKNN
we use lower K values, since we select neighbors that we know are relevant to the
prediction, unlike UserRKNN and ITEMKNN where neighbors are selected based on
the highest similarities.

UserKNN (Figure 4.1a) amplifies bias as input bias increases. For large K, bias
increases faster and for input PRg = 0.6, recommendations become completely biased.
Smaller K values amplify cause smaller bias disparity but also amplify the input bias.

In Figure 4.1b, we see that ITEMKNN decreases bias for smaller input preference

ratios. For PR, > 0.65 bias is amplified. For larger K values when PRg = 0.95, bias
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decreases significantly. Items in C; have higher similarity with C items than with
other C, items for high input bias. For PRg = 0.95, the 95% of the total ratings are
given to () items, so category (' has stronger signal. It is more likely for a (s item
to be selected by the same user at the same time with a ) item than another C,
item. Since (), items have as neighbors mostly ' items that are highly preferred by
the users, the utility values of (5 items become higher than less biased cases, so
is competitive to C; and is recommended more often. This explains the sudden drop
of output bias at that point. However, for complete input bias, C; items have zero
similarity with any item so it is not possible to be recommended.

We examine the results for CUseRKNN and CITemKNN (Figures 4.1c & 4.1d)
and even though they seem to have similar behavior, they have subtle but important
differences. In both cases bias increases rapidly and reaches its peak for PRg > 0.6
but CUserRKNN with large K values is more prone to amplifying bias, since it provides
almost completely biased recommendations for the least biased input (PRg = 0.55).
On the other hand, even though CITEMKNN has less sharp increase of bias disparity
for smaller bias input, it appears to depend less on the number of neighbors K.

Generally, ITEMKNN is more resilient than the other algorithms and has the smaller

bias disparity.

17



output preference ratio

output preference ratio

11

1

0.9

08
—+K=10

0. -©-K=20 ||
—K-K=50
-%-K=100

06 ~7-K=150|
-©-K=200

0.5% L L L

05 0.6 0.7 0.8 0.9 1

input preference ratio

(a) UserRKNN

11

=

o
©

o
©

0.5 0.6 0.7 0.8 0.9 1
input preference ratio

(¢) CUserKNN

11

output preference ratio
o
[oc]

05*4 M L L L
0.5 0.6 0.7 0.8 0.9 1
input preference ratio
(b) ITEMKNN
1.1

output preference ratio
o
[e¢]

0.5 0.6

0.7 0.8 0.9 1
input preference ratio

(d) CITeMKNN

Figure 4.1: Output preference ratio PRy, single group case
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4.3 Symmetric Preferences

For the following experiments we will have two groups of users, G; and G5, 1000
in total, and 1000 items split into two categories. we assume that the two groups
have equal size and the same preference ratios by setting p; = p2 = p, where p takes
values from 0.5 to 1, in increments of 0.05. Categories C; and C; have equal size also.
We call this setting symmetric. In this section we perform experiments to evaluate the

behavior of the recommenders on datasets with the symmetric setting.

4.3.1 Preference ratio in recommendations

In Figure 4.2, we plot the output preference ratio of the recommenders PRz(G1,Ch)
(eq. PRp(Gs,(Cs)) as a function of p. A first observation for UserKNN (Figure 4.2a)
is that when the input bias is small (PRg < 0.6), the output bias decreases or stays
the same. In this case, users have neighbors from both groups. For higher input bias
(PRs > 0.6), we have a sharp increase of the output bias, which reaches its peak for
PRg = 0.8. In these cases, the recommender polarizes the two groups, recommending
items only from their favored category.

Increasing the value of K increases the output bias. Adding neighbors increases
the strength of the signal, and the algorithm discriminates better between the items
in the different categories.

The ITeMKNN (Figure 4.2b) is almost identical to UserKNN. This is reasonable
because of the symmetry of the associations of the input datasets and the symmetry
of the algorithms.

This applies to CUseRKNN and CITemKNN also (Figures 4.2c & 4.2d). They ex-
hibit almost identical behavior. For small input bias (PRg < 0.6), the output bias once
again decreases slightly or stays the same, while for PRs > (.75 recommendations
are completely biased. The main difference that we notice between the primary and
the context recommenders is that K has a different effect. The context algorithms
are more resilient to the value of K and even for smaller K the bias amplification is
sharp.

In Figure 4.3, we report the preference ratio for all candidate items for recom-
mendation for each user in the UserRKNN algorithm. These are the items that have
non-zero utility according to our algorithm. We can think of this bias, as the bias in

the case where r takes the maximum possible value. The plot of the candidate items
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in ITEMKNN is identical and we do not report it. Surprisingly, the candidate items are
less biased even for high values of the input bias. This shows that (a) utility propor-
tional to user or item similarity increases bias, (b) re-ranking may help in decreasing
bias.

It is not useful to report the ratio of candidate items in CUsERKNN and CITEMKNN.
In our datasets, the ratio of candidate items for these algorithms is always around
0.5, with the exception of the complete biased case (PRg(G;,C;) = 1). In that case,
items in one category C; have zero similarity with items in the other category C;, so

candidate items come only from each group’s preferred category.

4.3.2 Prediction precision for K neighbors

As we have seen in our experiments, our algorithms are sensitive to the number of
neighbors K that we consider. In order to understand what is the "correct” number
of K, we use as a guide the performance of the recommender. We perform 5-fold
cross validation on each dataset and measure the precision of the prediction of the
four recommendation algorithms. We test UseRKNN and ITEMKNN for K up to 500.
For the context algorithms CUserRKNN and CITEMKNN, we do not consider values of
K larger than 50. That is, because they select as neighbors users that have rated an
item and items that were rated by a user respectively, and users and items in our
data have 50 ratings in expectation.

If R is the set of recommendations of an algorithm A for the train set, and test

is the set of the true selections of users left out of the training, then we measure
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precision of the algorithm as follows:
. 1 |R N test|
precisions = ¢ - Z i

The plot in Figure 4.4 is the average precision over all datasets with varying input
bias. UserRKNN has higher precision in its predictions for K values close to 100. Even
though ITEMKNN appears to have better precision for KX > 200, we want to avoid
using extremely large K values because normalizing the utility values with the sum
of similarities will lead to very small utility values and it will be difficult for the
recommender to discriminate among items. CUSERKNN and CITEMKNN have better
precision for very small K values. K = 10 is the preferred number of neighbors, since
precision is good and smaller values would not allow diversity among neighbors.

Any item in our datasets has probability 5% to be selected by a user and each
user selects items independently. Applying the UseRKNN on the symmetric data, if
we expect at least 5 users that are neighbors to user u to have selected the same item
i, then we need K equal or larger than 100 because K - 5% > 5 — K > 100. It is
interesting that for K values smaller than 40, the recommended items are probably
suggested by only one user. This applies to ITEMKNN also, due to the symmetry of
the data and of the selection of neighbors between the two algorithms. That is why
we will use K = 100 as the default value of K. For CUserRKNN and CITEMKNN we

select K = 10 as the default value.

4.3.3 Impact of the number of recommendations

To understand the role of the number of recommendations r, we will measure the
recommendation preference ratio for various values of r. We have Gy and G, user
groups of equal size and C) and (), item categories of also equal size. The input pref-
erence ratio for each group is PRs(G;, C;) = 0.7. We plot the output preference ratio
of the recommendation algorithms PRy for values of r from 1 to 50. For UserKNN
and ITEMKNN we use K = 100 and for CUseRKNN and CITEMKNN we use K = 10
number of neighbors. As we see in Figure 4.5, for any r, recommendations of any
recommender have amplified bias. The dashed line shows the input preference ratio
and as long as the ratio of recommendations is above it, they have bias increased.
UserKNN and ITEMKNN always provide more biased recommendations than the

context recommenders. However, it is obvious that for biased input data, the bias
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in recommendations increases significantly regardless the amount of recommended
items. In any case, as r takes larger values, bias decreases and since the ratio of
candidate items (Figure 4.3) has negative bias disparity, for large values of r, recom-

mendations will also have negative bias disparity.

4.3.4 MAP of recommendations

In this experiment we want to understand how item categories rank according to
their utility value if we see recommendations as ranked lists per user. Users are more
likely to accept items that are ranked higher. Assume that a user will accept 6 out
of 10 recommendations and that the PRy of the set of recommendations is 0.7. The
ranking where all 7 C; items are positioned on the top of the list will result in the
user accepting only C; items. We consider this a highly biased ranking even though
the preference ratio of the top-10 recommendations may be 0.7, equal to that of the
input. On the other hand, if at the top 6 positions of the list we have 3 C; items and
3 C,, then the set of recommendations that the user will accept, is unbiased.

We use the symmetric setting of equal-sized user groups G, and G, and equal-
sized item categories C'; and C; for varying input preference ratios from 0.5 to 1. For
number of users n and number of recommended items per user r, we will measure
the mean average precision (MAP) values of any recommendation algorithm A, as

follows:
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Figure 4.6: Average MAP of recommendations (G;,C;); the dashed lines show the

minimum, maximum and mean possible MAP according to the input bias.

, where I(p,u) is the number of C; items in recommendations of user u € G;, R(u),
at positions from 1 to p.

In Figure 4.6, we plot the MAP values of the recommendations of each algo-
rithm. The red dashed lines "minOutput”, "meanOutput” and “maxOutput”, show
the minimum, the mean and the maximum possible MAP value for the average of
the output preference ratios of the algorithms. The “maxOutput” shows the MAP
values in the case where all the recommended C; items are ranked on the top of
the recommendation list, and the "minOutput” shows the MAP values when all C;
items are positioned on the bottom of the recommendation list. The "meanOutput”
represents a random ranking.

We observe that for small preference ratio the ranking of items is random, which
is reasonable since there is not that much output bias either (Figure 4.2). There is a
point for PRg > 0.6 and for PRg < 0.75 where the recommenders have increasing
MAP values and get closer to the maximum MAP. This indicates that for G; users,
C; items are ranked a bit higher than C;. Finally, for large input preference ratio, the
recommendations are completely biased and in that case we have MAP values equal

to 1 since there are only C; items in the lists.

4.4 Asymmetric Preferences

In this set of experiments, the two groups have different bias preference ratios. We

want to understand how the degree of bias in one group affects the bias of the other
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Figure 4.8: ITEMKNN, PRy(G;, C;), asymmetric case

group. In our first experiment, group G; has preference ratio p; ranging from 0.5 to
1 while G, has fixed preference ratio p; = 0.5, that is, G, is unbiased. We show the
recommendation preference ratio for groups GG; and G as a function of p;.

We observe that the UserKNN output bias of group G, (Figure 4.7a) is amplified
at a rate much higher than in Figure 4.2a, while group G, (Figure 4.7b) becomes
biased towards category (. Surprisingly, the presence of the unbiased group G,
rather than moderating the overall bias, it has an amplifying effect on the bias of G|,
more so than an opposite-biased group.

Furthermore, the unbiased group adopts the biases of the bias group. This is due
to the fact that the users in the unbiased group G, provide a stronger signal in favor
of category ('} compared to the symmetric case where group G, is biased over Cs.

This reinforces the overall bias in favor of category C}.
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Figure 4.9: CUserRKNN, PRy(G;, C;), asymmetric case

On the other hand, ITEMKNN exhibits a more neutral behavior. The output bias of
group G, in Figure 4.8a, decreases for smaller input bias (PRs < 0.7) and increases
with a lower rate than UserRKNN for larger input bias. Bias becomes amplified for
higher input bias than in the symmetric case (Figure 4.2b) because the unbiased
group shares its ratings in both categories and it is easier for items of category C5 to
have neighbors in C}.

The unbiased group G- (Figure 4.8b) receives almost unbiased recommendations
from ITEMKNN. When G has higher input bias, then G, is pushed towards category
Cy for larger K values, rather than being drawn to .

Unlike ITEMKNN, the context algorithms once again result in positive bias disparity
and behave similarly to UserRKNN even though they result in biased recommendations
faster. In Figure 4.9 we see that CUserRKNN has fully biased recommendations for
group G after a point, depending on K, and it is more sharp for larger K values,
while the CITEMKNN recommendations are less affected by K but have also large bias
disparity.

The unbiased group G, is completely drawn to category C) by both context al-
gorithms because it is easier for them to discriminate items. We notice an interesting
point where CITEMKNN for the unbiased group G, has a decrease of bias disparity
for large input bias of group Gj.

An interesting observation from this experiment is that ITEMKNN behaves differ-
ently from the other recommenders. It tends to balance recommendations, and the
more biased group does not draw the unbiased group to its category. The unbiased

group impedes to a small extent the bias amplification of the biased group. UserRKNN
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Figure 4.10: CITEMKNN, PRg(G;, C;), asymmetric case

and the context recommenders are more prone to input bias and affect the unbiased

group significantly.

4.5 Varying group and category sizes

In this experiment we examine bias disparity with unbalanced groups and categories.

4.5.1 Varying Group Sizes

We first consider groups of uneven size. We set the size n; of G; to be a fraction ¢ of
the number of all users n, ranging from 5% to 95%. Both groups have fixed preference
ratio p; = py = 0.7. Figure 4.11 shows the output preference ratio PRr(G4,C1) of the
recommendation algorithms as a function of ¢. The plots of PRr(G2,Cs) are the
mirror images of GG, plots, so we do not report them.

We observe that for ¢ < 0.3 group G, has negative bias disparity (PRz(G1,C1) <
0.7) when we apply the UsekRKNN recommender. For medium values of ¢ in [0.35, 0.5]
the bias of both groups is amplified, despite the fact that G, is smaller than G5. The
increase is larger for the larger group, but there is increase for the smaller group as
well.

The context recommendation algorithms have also negative bias disparity for small
¢. That is, the small group is drawn by the larger group. It is reasonable that in

UserRKNN and CUserKNN users in the small group have more neighbors from the
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Figure 4.11: Unbalanced group sizes; input preference ratio PRs(G;,C;) = 0.7

larger group. In the case of CITEMKNN, items from the category preferred by the
larger group have higher utility values because they are not normalized compared
to ITEMKNN. Again, the outputs of the context algorithms have resemblance with
those of the UserRKNN and have complete bias in recommendations for the larger
group. However, CUSERKNN shows more dependence on the value of K neighbors
than CITEMKNN.

ITEMKNN as we see in Figure 4.11b, behaves differently from all other the recom-
menders. For any group size, the recommendations have positive bias disparity. That
is, the two biased groups are polarized regardless of their size. However, ITEMKNN
is more vulnerable to small biased user groups. For ¢ > 0.6, where (; is the larger
group, bias disparity drops even though it remains positive. For small K and ¢ = 0.95,
we have PR ~ PRg. Smaller user groups with more gathered ratings in one cate-
gory, allow ITEMKNN to select neighbor items from the same category and support

recommendations from the same category.
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4.5.2 Varying Category Sizes

We now consider categories of uneven size. We set the size m; of C; to be a fraction
¢ of the number items m, ranging from 5% to 95%. We assume that both groups
have fixed preference ratio p; = p; = 0.7. Figure 4.12 shows the recommendation
preference ratios PRr(G4,C1) of the four algorithms, as a function of #. The plots of
PRr(Gsy, Cy) are again the mirror images of these.

Note that as long as 6 < 0.7, group G; has positive bias (greater than 1) for
category (' since bias is equal to p, /6. However, it decreases as the size of the category
increases.

We observe that when the category size is not very large (§ < 0.5), the output bias
of UserRKNN is amplified regardless of the category size. For ¢ > 0.7, GG, is actually
biased in favor of (5, and this is reflected in the output. There is an interesting range
[0.6,0.7] where G is positively biased towards C; but its bias is weak, and thus the
recommendation output is drawn to category C, by the more biased group.

ITEMKNN shows a similar behavior with UserRKNN, since bias decreases when
the category becomes larger. Bias is amplified for ¢ < 0.8. The threshold where bias
disparity becomes negative is greater than the other recommenders (§ = 0.6) which
are more vulnerable to category size.

The context algorithms are very sharp and also amplify the output bias for § < 0.6.

It s interesting to note that CITEMKNN is not affected by the value of K.
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4.6 Iterative Application of Recommendations

We observed bias disparity in the output of the recommendation algorithm. How-
ever, how does this affect the bias in the data? To study this we consider a scenario
where the users accept (some of) the recommendations of the algorithm, and we
study the long-term effect of the iterative application of the algorithm on the bias of
the data. More precisely, at each iteration, we consider the top-r recommendations
of the algorithm (r = 10) to a user u, and we normalize their utility values, by the
utility value of the top recommendation. We then assume that the user accepts a
recommendation with probability equal to the normalized score. The accepted rec-
ommendations are added to the data, and they are fed as input to the next iteration
of the recommendation algorithm.

We apply this iterative algorithm on a dataset with two equally but oppositely
biased groups, as described in Section 4.3. The results of this iterative experiment are
shown in Figure 4.13, where we plot the average preference ratio for each iteration.
Iteration O corresponds to the input data. For this experiment we set the value of
K to the default values we selected, 100 for UserRKNN and ITemKNN, and 10 for
CUserKNN and CITEMKNN.

We observe that even with the probabilistic acceptance of recommendations, there
is a clear long-term effect of the recommendation bias. For small values of input bias,
we observe a decrease in line with the observations in Figure 4.2. For these values
of bias, the recommender will result in reducing bias and smoothing out differences.
For larger values of preference ratio the bias in the data increases. Therefore, for
large values of bias the recommender has a reinforcing effect, which in the long
term will lead to polarized groups of users. However, it is interesting that CITEMKNN
(Figure 4.13d) has the most modest behavior. After a number of iterations, the bias
disparity decreases. After iteration 4, it appears to have zero bias disparity for large
input preference ratios.

The most vulnerable algorithm in the long-term, is ITEMKNN (Figure 4.13b). The
tendency to polarize biased groups that we have observed in Section 4.4, support
these results.

In Figure 4.14 we report the average number of recommendations that each
user accepts after every iteration of the recommender. We see that UserRKNN and

CITEMKNN from more than 8 average accepted recommendations per user at the
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first iteration, drop to 6 at iteration 5. However, ITEMKNN and CUserRKNN remain

constantly above 8, which is why they have larger bias disparity in Figure 4.13.

4.7 Bias disparity on real data

4.7.1 Data and settings

In this set of experiments, we use the Movielens 1M dataset!. We select two groups
of users and two movie genres. To create the associations matrix S, we exclude items
that do not belong to one of the genres we selected and items that belong to both.
We also exclude users with no ratings for the items selected. We ignore the values of
ratings, and all specified ratings are considered positive associations with value 1 in
matrix S. Unspecified ratings are also considered unspecified associations with value
0 in S. In every experiment, we first measure input bias, bias in recommendations
and bias disparity. Secondly, we take a random sample of users from the larger group,

equal to the small group, in order to balance the user groups, and measure bias again.

4.7.2 Gender bias

Bias disparity of recommenders

We consider as categories the genres Action and Romance, with 468 and 463
movies. We extract a subset of users U/ that have at least 90 ratings in these categories,
resulting in 1,259 users. Users in U/ consist of 981 males and 278 females. In this
experiment we use number of neighbors K = 100 for UserRKNN and ITEMKNN, and
K =10 for CUserRKNN and CITEMKNN.

In Table 4.1, we show the input/output bias and in parentheses the bias dispar-
ity for each group-category combination. The right part of the table reports these
numbers when the user groups are balanced, by selecting a random sample of 278
males.

We observe that males are biased in favor of Action movies while females prefer
Romance movies. The application of UserRKNN increases the output bias for males
for which group the input bias is strong. Females are moderately biased in favor of

Romance movies. Hence, their output bias is drawn to Action items. We observe a

1MovieLens 1M: https://grouplens.org/datasets/movielens/1m/
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Unbalanced Groups

Balanced Groups

Action

Romance

Action

Romance

UserKNN

1.39/1.77 (0.27)

0.58/0.17 (-0.70)

1.40/1.73 (0.24)

0.57/0.22 (-0.62)

0.97/1.43 (0.47)

1.03/0.54 (-0.48)

0.97/1.33 (0.37)

1.03/0.64 (-0.38)

CUserKNN

1.39/1.67 (0.20)

0.58/0.28 (-0.51)

1.41/1.68 (0.19)

0.56/0.27 (-0.51)

0.97/1.15 (0.18)

1.03/0.84 (-0.19)

0.97/1.06 (0.09)

1.03/0.94 (-0.09)

ITEMKNN

1.39/1.43 (0.03)

0.58/0.54 (-0.07)

1.39/1.51 (0.09)

0.59/0.45 (-0.23)

0.97/0.60 (-0.39)

1.03/1.43 (0.39)

0.97/0.68 (-0.30)

1.03/1.34 (0.30)

CITeEMKNN

1.39/1.73 (0.24)

0.58/0.22 (-0.62)

1.40/1.42 (0.01)

0.57/0.55 (-0.04)

0.97/1.85 (0.91)

1.03/0.09 (-0.92)

0.97/1.71 (0.76)

1.03/0.24 (-0.77)

Table 4.1: Gender bias in action and romance

very similar picture for balanced data, indicating that the changes in bias are not due
to the group imbalance. CUSERKNN has similar behavior but exhibits lower bias dis-
parity. The ITEMKNN algorithm, as we observed in the experiments with the synthetic
data, polarizes the two groups by increasing their biases in both the unbalanced and
balanced cases. The stronger effect on the less biased group is observed in CITEMKNN,
which results in almost complete opposite bias for the female group in the unbalanced
case. In the balanced case we have lower bias disparity but still significant.
Iterative application of recommenders

On the same setting of gender groups, we apply iteratively the recommendation
algorithms. We assume that after every iteration, users accept recommendations with
a probablility. We normalize the utility values of the recommendations of each user,
with the highest utility in each user’s recommendations list and we accept items with
that probability. In the associations matrix, we add the accepted items for each user
and measure the new input bias Bg. Then we apply the recommenders on the new
associations.

In Figure 4.15, we plot the bias for 5 iterations of the four recommendation al-

gorithms. Iteration O indicates the original input bias. We consider again the cases
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Figure 4.15: The evolution of bias in the data, after 5 iterations of the recommenders:
(a) UserKNN, (b) ITeMKNN, (¢) CUserKNN and (d) CITeMKNN. M: Bg(Male, Action),

F: Bg(Female, Romance). Iteration O shows the original bias.

of unbalanced and balanced groups. The line M shows the bias for males to action

(Bs(Males, Action)), while F shows the bias for females and romance (Bs(Females, Romance)).
We observe first that there is no significant difference between the balanced and

the unbalanced setting. We see that in the long-term, bias increases for Males that are

originally more biased, while Females have usually negative bias disparity and they

are drawn to the Action category. Once again, the ITEMKNN has distinctive behavior

and polarizes the two groups, since they both have positive bias disparity.

4.7.3 Social bias

Biased groups occur also when we examine different occupations. An interesting
example includes students from kindergarten to 12th grade and people that have
retired. Students group has 195 users and Retired has 142. We apply the recom-
menders for K = 5 for CUseRKNN and CITemKNN, and for K = 10 for UserRKNN
and ITEMKNN, since we have a smaller dataset.

As we see in Table 4.2, these groups are oppositely biased in the categories of
Children’s and War movies respectively. Children’s category has 249 items and War
has 141. The Retired group is completely biased in favor of War movies which is a

smaller and more dense item category. This results in ITEMKNN increasing the bias
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and drawing Students to War items. UseRKNN and CUserKNN mitigate biases while
CITEMKNN enables more recommendations from the larger category Children’s where
we have very large bias in the input. Similar to Table 4.1, the CITEMKNN has high bias

disparity for the Retired group which is smaller and is drawn to the large category.

Unbalanced Groups Balanced Groups

Children’s

War

Children’s

War

UserKNN

1.45/1.27 (-0.12)

0.67/0.80 (0.19)

1.45/1.28 (-0.12)

0.67/0.80 (0.19)

0.47/0.62 (0.33)

1.39/1.28 (-0.08)

0.47/0.60 (0.29)

1.39/1.29 (-0.07)

CUsEe

rRKNN

1.45/1.24 (-0.14)

0.67/0.82 (0.23)

1.46/1.25 (-0.14)

0.66/0.82 (0.23)

0.47/0.60 (0.30)

1.39/1.29 (-0.07)

0.47/0.57 (0.23)

1.39/1.31 (-0.06)

ITEMKNN

1.45/1.13 (-0.22)

0.67/0.90 (0.34)

1.41/1.14 (-0.19)

0.70/0.90 (0.29)

0.47/0.39 (-0.15)

1.39/1.44 (0.04)

0.47/0.45 (-0.03)

1.39/1.40 (0.01)

CIteMKNN

1.45/1.63 (0.12)

0.67/0.54 (-0.19)

1.47/1.68 (0.14)

0.65/0.50 (-0.23)

0.47/0.82 (0.76)

1.39/1.13 (-0.19)

0.47/0.79 (0.70)

1.39/1.15 (-0.17)

Table 4.2: Occupation bias in children’s and war

Finally, we examine the group of Homemakers with 92 users and the Retired
with 142 users. We have two almost equal categories. Animation has 104 items and
Mystery has 105. We again use K = 5 for the context algorithms and K = 10 for the
primary.

In Table 4.3, we observe some bias amplification for CITEMKNN in the balanced
case, where it has positive bias amplification for both groups in Animation, due to
the fact that there are more ratings in that category, therefore stronger signal. The
rest of the recommenders mitigate biases in any case. In the unbalanced case though,

we have more bias decrease for the smaller group than in the balanced case.
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Unbalanced Groups

Balanced Groups

Animation

Mystery

Animation

Mystery

UsEr

KNN

1.28/1.07 (-0.17)

0.72/0.93 (0.30)

1.28/1.13 (-0.12)

0.72/0.87 (0.22)

0.59/0.76 (0.27)

1.40/1.24 (-0.11)

0.62/0.79 (0.28)

1.38/1.21 (-0.12)

CUserKNN

1.28/1.08 (-0.16)

0.72/0.92 (0.28)

1.28/1.19 (-0.07)

0.72/0.81 (0.13)

0.59/0.70 (0.19)

1.40/1.29 (-0.08)

0.72/0.89 (0.23)

1.27/1.11 (-0.13)

ITEMKNN

1.28/1.08 (-0.16)

0.72/0.92 (0.28)

1.28/1.11 (-0.14)

0.72/0.90 (0.25)

0.59/0.61 (0.03)

1.40/1.38 (-0.01)

0.58/0.62 (0.07)

1.42/1.38 (-0.03)

CITEMKNN

1.28/1.27 (-0.01)

0.72/0.73 (0.02)

1.28/1.34 (0.04)

0.72/0.67 (-0.07)

0.59/0.67 (0.12)

1.40/1.33 (-0.05)

0.68/0.86 (0.26)

1.31/1.14 (-0.14)

Table 4.3: Occupation bias in animation and mystery
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CHAPTER DO

CoRrRrRECTING B1As DiISPARITY

5.1 GULM: Group Utility Loss Minimization
5.2 MULM: Maximum User Utility Loss Minimization

5.3 Evaluation of bias correcting algorithms

To address the problem of bias disparity, we consider two algorithms that performs
post-processing of the recommendations. Our goal is to adjust the set of items rec-
ommended to users so as to ensure that there is no bias disparity. Each algorithm
aims at producing new recommendations while maintaining high utility for the rec-
ommendation set.

We consider two algorithms: the GULM (Group Utility Loss Minimization) al-
gorithm, and the MULM (Maximum User Utility Loss Minimization). The GULM
algorithm targets on providing new recommendations that have the maximum pos-
sible average utility for the group of users, while MULM processes recommendations

in a way that the minimum utility of all recommendations is the maximum possible.

5.1 GULM: Group Utility Loss Minimization

The GULM algorithm processes a set of recommendations R and produces a new
set of recommendations Rqyry that minimize the bias disparity of a group G in

categories C; and C;, while minimizing the group utility loss for Gi.
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Abusing the notation, let R denote the set of user-item pairs produced by our rec-
ommendation algorithm, where (u,i) € R denotes that u was recommended item 7.
We will refer to the pair (u,7) as a recommendation. The set R contains r recommen-
dations for each user, thus, rn recommendations in total. Let V(R) = >_, ;cx V (u, )
denote the total utility of the recommendations in set R. Since R contains for each
user u the top-r items with the highest utility, R has the maximum utility.

We want to adjust the set R so as to minimize the bias disparity BD(G;, C;). Since
we have two categories, it suffices to minimize |Br(G;, C;) — Bs(Gi, C;)|. That is, the
absolute value of the difference of the bias of each group in R and the one in the
input data. Without loss of generality assume that Bp(G;,C;) > Bs(G;,C;). Let C;
denote the category other than C;. We decrease the output bias Br by swapping
recommendations (u,i) of category C; with recommendations (u,j) of category C;.
The GULM algorithm applies a simple greedy rule where at each step it swaps the
pair of recommendations that incur the minimum utility loss.

We define swapping (u,i) with (u,j) as swap s, and we say that s involves user u

and items 7, j. That is,

s = ((u,1), (u, 7)) 5.1)

The utility loss incurred by a swap s is
loss(s) = V(u,i) — V(u,j) (5.2)

That is, the difference of the utility values of item ¢ that is replaced and the new item
J, for user u. Assume that S is the set of swaps for all users in the group G. If 5, C §
is the set of swaps involving user u, then the user loss is the sum of losses incurred

by each swap for u. That is,
loss(u, S) Z Vi(u,is) — V(u,js) (5.3)
SESy

If we perform all swaps in S, the group utility loss for G is the sum of losses incurred

by all swaps in S, or else the sum of user losses for all users in G.
loss(G, S) ZV Us, 1s) — V (s, Js) (5.4)
ses

From all the possible swaps that involve users in G, we select as candidate swaps
those that incur the minimum possible utility loss. The candidate swaps can be com-

puted by pairing for each user u the lowest-ranked unpaired recommendation (u, ) in
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R from category C;, with the highest-ranked unpaired recommendation (u, j) not in
R from category C; as you can see in Algorithm 5.1 (lines:8-16). We perform swaps
like that with ascending loss of utility (Alg.5.1, line:17) until the desired number
of swaps has been performed (Alg.5.1, lines:20-23). The number of desired swaps
(Alg.5.1, line:19) is the one that minimizes the bias disparity BD(G;, C;). It is not
always possible to obtain the exact bias as in the input data, because the number of
necessary swaps may not be an integer number. The number of desired swaps is the
one that minimizes |Br(G;, C;) — Bs(G;, C;)|. It is reasonable to expect a small error
in the results.

This algorithm is efficient, and it is easy to show that it is optimal, in the sense
that it will produce the set of recommendations with the highest utility among all

sets with no bias disparity.

Lemma 5.1. The algorithm GULM has the optimal group utility loss for a number of swaps

¢, compared to any algorithm that performs equal number of swaps.

Proof. Let P be the set of all possible swaps, and W the set of swaps we defined
through the matching process. For a user u, a set of possible swaps S, and a number
k, let

loss,(u, S, k)

be the minimum (optimal) loss of performing k swaps from set S for user u. It is

easy to show that for any £, we have
lossy(u, W, k) < loss,(u, P, k) (5.5)
If the optimal K swaps from S for user u are the K pairs of items ¢ with items j,
(i1, 1), - (ik, JK)

then the loss of these swaps is loss,(u, S, K):

K K
lossy(u, S, K) ZV w, i) ZV U, Jx) (5.6)
k=1 k=1

K K

loss,(u, S, K) is minimum when Z V (u, i) is the minimum possible and > V(u, ji)
k= k=1

is the maximum possible. Since, in W we select the ¢ items for user v that minimize

the sum of utilities and the j items that maximize the sum of utilities for u, for K,

they are the swaps with the optimal loss.
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Let loss,(S, k) be the minimum group loss of performing & swaps selected from set
S. We will show that
loss,(W, k) < loss,(P, k) (5.7)

We have
losso(P, k) = Zlosso(u, P k,) (5.8)

where k, is the number of swaps for user v and the sum is over all involved users.

For the same users, using swaps only from W, we have

loss,(W, k) = Z loss,(u, W k,) < Z loss,(u, P, k) = loss,(P, k) (5.9

Now for the set W it is trivial to show that the greedy is optimal, since we are
simply adding up the losses of independent swaps, and we just select the k& smallest

numbers. O]
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Algorithm 5.1 The GULM Algorithm

Input: S: associations matrix, R: recommendations matrix, V': utility values
Output: Rgyry recommendations with Bayry ~ Bg
1: calculate biases Br and Bg

2: for each item 7 do

3: if S(u,i) =0 & R(u,i) =0 then

4 C(u,i) < 1 find candidate pairs

5.  end if

6: end for

7. if Br > Bg then

8:  for each user u do

9: L¢, + list of items i € C;, for which R(u,i) =1, sorted by V' ascending
10: Lg < list of items i € C;, for which C(u,i) = 1, sorted by V descending
11: possible_swaps < min(|L¢,|, | L)
12: for ¢ from 1 to possible_swaps do
13: w_item < L, (i); y_item < L(i); loss < V (x_item) — V (y_item)

14: Swaps(i) < (u, z_item,y_item,loss) keep candidate swaps
15: end for

16:  end for

17 sort Swaps by loss in ascending order

18:  Rourm < R

19:  desired_swaps < calculate number of swaps that minimize |Br — Bg|
20:  for i from 1 to desired_swaps do

21: Reura (Swaps(i).u, Swaps(i).x_item) < 0
22: Reupy (Swaps(i).u, Swaps(i).y_item) < 1
23:  end for

24: else

25:  replace C; items with C;

26: end if
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5.2 MULM: Maximum User Utility Loss Minimization

The Minimize Maximum User Utility Loss MULM algorithm processes a set of rec-
ommendations R and produces a new set of recommendations Rz that minimize
the bias disparity of a group G; in categories C; and C;, while minimizing the max
user utility loss for G;.

As described in Section ??, the GULM algorithm swaps recommendations of one
category with another, while we keep the utility loss for the group to the minimum
possible. However, this may result in some users having many swaps and incurring
high user utility loss, while others receive the original set of recommendations as they
were selected by the recommender, with no utility loss. To avoid mistreating a portion
of the users, we consider a different algorithm that adjusts the set of recommendations
R, so as to ensure that the bias in R is the same as the input bias, while minimizing
the maximum over all users utility loss. We call this algorithm Minimize Maximum
User utility Loss (MULM). MULM is optimal and results in the minimum possible
maximum user loss.

Assume that Br(G;, C;) > Bg(G;, C;). We swap recommendations (u, i) of category
C; with recommendations (u, j) of category C; with a greedy algorithm. Unlike GULM,
this algorithm at each step takes into account the utility loss that each user incurred
in previous steps and selects the swap with the minimum total loss for a user. In
the Algorithm 5.2, you can see that we keep the additive loss for the user after we
perform a swap (lines:24-27).

Again the candidate swaps are computed by pairing for each user u the lowest-
ranked recommendation (u,7) in R from category C;, with the highest ranked rec-
ommendation (u, j) not in R from category C; and the number of the desired swaps
is the one that minimizes |Br(G;, C;) — Bs(G, C;)|. We perform the desired number
of swaps while we re-order the candidate swaps after each swap (Alg.5.2, line:28).
At step k, the swap s; is on the top of the list of candidate swaps and it will result
in the minimum increase of the maximum user utility loss. If swap s, replaces (u, )
with (u, j) and has total user loss for u, loss;(u), then after we perform the swap, we
remove it from the candidate swaps list and update all other swaps for user v that
remain in the list, by adding lossi(u) to the loss of each swap. This way, we keep
track of the total loss every user incurred after a number of swaps. Finally, we sort

again the list of candidate swaps by ascending total user loss and proceed to the next
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step.
After the desired number of the swaps, the bias of the updated recommendations
is the same as the input bias Bg and the total utility loss is shared by as many users

as possible.

Lemma 5.2. The algorithm MULM has the optimal maximum user utility loss for a number

of swaps s, compared to any algorithm that performs equal number of swaps.

Proof. To prove the algorithm’s optimality, we assume that MULM is not optimal and
there is another solution that results in the optimal maximum user loss. We denote
with loss,(u) and loss,,(u) the utility loss of user u in the case of optimal and MULM
respectively. Let u, be the user with the maximum loss for optimal and u,, the user

with the maximum loss for MULM. We have
loss,(uy) > loss,(u),Yu (5.10)

and
1088 (Um) > 10ss, (1), Vu (5.11)

Assume for the purpose of contradiction, that
1088y () > 1085,(Uo) (5.12)

From (5.10) and (5.12),
1088 (U) > 108S,(Un) (5.13)

From (5.13), it must be that MULM makes more swaps for u,, than optimal. Since
both algorithms make the same number of swaps, then optimal must make at least

one more swap for some user than MULM. Let w be this user, then
l0ss,(w) > 1088, (w) (5.14)

Take the point at which MULM makes the last swap that includes w. Since w is never

included in any further swaps, it must hold
1088 (w) > loss,(u), Yu (5.15)
otherwise w should have been swapped. From (5.14) and (5.15),

lossy(w) > lossy,(u), Vu (5.16)
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and therefore,
10884(w) > 1088, (Um,) (5.17)

Using (5.10)
10854(to) > 1088 (Um) (5.18)

which contradicts our assumption (5.12).
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Algorithm 5.2 The MULM Algorithm

Input: S: associations matrix, R: recommendations matrix, V': utility values
Output: recommendations Ry with Bypyrpy ~ Bs
1: calculate biases Br and Bg

2: for each item i do

3:  if S(u,i) =0 & R(u,i) =0 then

4 C(u,i) < 1 find candidate pairs

5:  end if

6: end for

7. if B > By then

8:  for each user u do

9: L¢, « list of items ¢ € C;, for which R(u,i) = 1, sorted by V' ascending
10: Lz« list of items i € C;, for which C(u,i) = 1, sorted by V descending
11: possible_swaps < min(|L¢,|, | Le|)
12: for i from 1 to possible_swaps do
13: x_item < L, (i); y_item < Lg(i); loss < V (x_item) — V (y_item)

14: Swaps(i) < (u, x_item, y_item,loss) keep candidate swaps
15: end for

16:  end for

17:  sort Swaps by loss in ascending order

18: Ryum < R

19:  desired_swaps < calculate number of swaps that minimize |Br — Bg|

20: for ¢ from 1 to desired_swaps do

21: Ryopv (Swaps(1).u, Swaps(1).z_item) < 0

22: Ry (Swaps(1).u, Swaps(1).y_item) < 1

23: for i from 1 to size(Swaps) do

24: if Swaps(i).u = Swaps(1).u then

25: Swaps(i).loss < Swaps(i).loss + Swaps(1).loss

26: end if

27: end for

28: remove Swaps(1l) and sort Swaps by loss in ascending order

29: end for

30: else

31:  replace C; items with C;
32: end if
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5.3 Evaluation of bias correcting algorithms

In this Section, we present the experiments that evaluate the behavior of the correcting
algorithms GULM and MULM.

5.3.1 Prediction precision of correcting algorithms

First, we measure the prediction precision of GULM and MULM applied on the
recommendations of each recommender. We use datasets with symmetric setting of
equal-size groups (G;, G3) and equal-size categories (C;, Cy) with equal preference
ratios p; = ps = p, where p varies from 0.5 to 1, in increments of 0.05. To measure
the precision of predictions, we perform 5-fold cross validation on each dataset and
measure the average precision of recommendations 2 compared to the test set, for

each algorithm A:
5

1
precision = g- E
fold=1 |5

|R N test|

In Figure 5.1 we present the results for each recommender and the correcting
algorithms applied to their recommendations. We observe that the correcting algo-
rithms have equal precision in every case. For input preference ratio PRg < 0.65, they
have equal precision with the recommendation algorithm. This is reasonable because
as we observed in Section 4.3 and Figure 4.2, for small input preference ratio the
absolute value of bias disparity is small. Therefore, the correcting algorithms need
to perform only a small number of swaps that do not affect the precision. However,
after that point and for PRg > 0.65, the precision of the correcting algortihms drops.
This confirms that recommendations incur utility loss in order to minimize the bias

disparity.

5.3.2 Iterative application of correcting algorithms

By design, when we apply the GULM algorithm on the output of the recommendation
algorithm, we eliminate bias disparity (modulo rounding errors) in the recommenda-
tions. We consider the iterative application of the recommendation algorithm, in the
setting described in Section 4.6, again assuming that the probability of a recommen-
dation being accepted depends on its utility. The results are shown in Figures 5.2 &
5.3.
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Figure 5.2: The evolution of the preference ratio in the data for different input pref-
erence ratios (PRg), after 5 iterations of GULM on recommendations of (a) UseRKNN,
(b) ItTemKNN, (c) CUserKNN and (d) CITemKNN. Iteration 0 shows the original pref-

erence ratio of each dataset.

For values of preference ratio up to 0.65, we observe that bias remains more or
less constant after re-ranking. For larger values of preference ratio, there is some no-
ticeable increase in the bias when we apply GULM on recommendations of UserRKNN
and ITEMKNN, due to the fact that the recommendations introduced by GULM have
low probability to be accepted. Surprisingly, for UseRKNN (Figure 5.2a) we have the
larger bias disparity even though it performed well without the correcting. In gen-
eral, as expected the bias increase id significantly smaller than before re-ranking. The
GULM appears to be effective on CUserRKNN and CITEMKNN.

MULM has similar results as we show in Figure 5.3. ITEMKNN with MULM
has the largest bias disparity among the recommenders, as before re-ranking. Again,
correcting on UserRKNN performs poorly. It is interesting that in any case of correcting,

the CUserKNN has little to none bias increase, even though without the re-ranking
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Figure 5.3: The evolution of the preference ratio in the data for different input prefer-
ence ratios (PRg), after 5 iterations of MULM on recommendations of (a) UseRKNN,
(b) ItTemKNN, (c) CUserKNN and (d) CITemKNN. Iteration 0 shows the original pref-

erence ratio of each dataset.

it has significant positive bias disparity for large preference ratios.

In Figure 5.4, we show the average number of items that each user accepts after
every iteration. We notice that applying a correcting algorithm does not necessar-
ily result in users accepting less recommendations. The average accepted items after
applying a correcting algorithm is close to the average accepted items for the recom-
mender and in fact, the CITEMKNN has less accepted items before the application of

the correcting algorithms, after the third iteration.

5.3.3 MAP of recommendations

With this experiment we want to understand how item categories rank according to
their utility value if we see recommendations as ranked lists per user. We again use

the symmetric setting of equal-sized user groups G; and G5 and equal-sized item
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Figure 5.5: Average MAP of recommendations (G;, C;); the dashed lines show the

minimum, maximum and mean possible MAP according to the input bias.

categories C; and C, for varying input preference ratios from 0.5 to 1. For n users
and r recommendations per user, we measure the mean average precision (MAP)

values of algorithm A, as follows:

MAPA:l‘l'Z 1(p,u)
n r P

u=1 p=1

<

, where I(p,u) is the number of C; items in recommendations of user u € G;, R(u),
at positions from 1 to p.

In Figure 5.5, we plot the MAP values of the recommendation algorithms and
the correcting algorithms applied on the recommendations of each recommender as
well. We remind that the red dashed lines "minOutput”, "meanOutput” and “max-
Output”, show the minimum, the mean and the maximum possible MAP value for
the average of the output preference ratios of the algorithms. The green dashed lines

“minInput”, "meanInput” and "maxInput” indicate respectively the minimum, mean

and maximum possible MAP values for the input preference ratio. In the case of the
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correcting algorithms, recommendations have preference ratio equal to the input. So
“maxInput” shows the MAP values in the case where all the recommended C; items
are ranked on the top of the recommendation list, and the “minInput” shows the
MAP values when all C; items are positioned on the bottom of the recommendation
list. The "meanInput” represents a random ranking.

We observe that the MAP values for the correcting algorithms show a random
ranking for PRy <= 0.6. For an average input preference ratio from PRg > 0.6 to
PRs < 0.75, the MAP values increase and for large input preference ratio we have
the maximum possible MAP. Ranking of items for the correcting algorithms is similar
to the one of the recommendation algorithms. For large input bias the C; items are
positioned at the top of the recommendations lists. This is reasonable since we swap
recommendations of C; that are ranked low, with items of C; with less utility values.
This results in providing recommendations to the group with bias equal to the group’s

preference bias but retaining a position bias.
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CHAPTER O

CONCLUSIONS

In this thesis, we performed an experimental study of bias disparity in recommender
systems, and the conditions under which it may appear. Using synthetic data, we
observed that bias disparity can appear for moderately biased groups. Bias disparity
becomes stronger in the presence of unbiased users at most cases, even when the
biased group is small. Larger groups in general bias smaller groups, while smaller
categories lead to higher bias. The iterative application of the recommendation algo-
rithms will eventually amplify the data bias, when it is relatively large, even when
recommendations are accepted with a probability.

Our findings are confirmed by real data. However, they are characterized by vari-
ous uncontrolled conditions, such as the uneven distribution of ratings among users
of a group, and we need to explore them more.

Finally, we introduced two bias correcting algorithms that re-rank the results of
recommenders in order to minimize the bias disparity. The GULM algorithm produces
new recommendations that minimize the utility loss for the group of users while the
MULM minimizes the maximum over all users loss. We found that the correcting
algorithms are efficient and in the long-term they avert large bias disparity.

We view this analysis as a first step towards a systematic analysis of the factors
that cause bias disparity. We intend to investigate more recommendation algorithms,
and the case of numerical, rather than binary, ratings. Also, we want to examine

alternative definitions of bias.
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