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Profiles of Community State Types, menses and Nugent Scores (def. 1.2)
for a number of subjects over a period of 16 weeks (Taken from [1]). X-
axis: time (weeks). Y-axis: subjects. The colors correspond to the 5 different
Community State Types as indicated by the legend above the figure. The circles
of each time-series correspond to the time-points, at which microbial samples
of the equivalent subject were taken for the analysis in [1]. The size of the
circle corresponds to its Nugent Score, while the squares of each time-series

correspond to the menses of the subjects. . . . . . .. ... ... ......

Schematic representation of an autoencoder. The three network layers (input
- Layer L;, hidden - Layer Ly, output - Layer L3), are shown from left to
right. Layer Ly acts as the representation of data. The lines connecting L,
to Lo represent the weights w, which together with the input values and the
bias b compose the encoder function (eq. 2.34), with f(x) being an activation
function. The equivalent lines from Ly to L3 represent the hidden layer weights
v, which together with the bias vy and the encoder values h, compose the
decoder function (eq. 2.35), with g(x) being an activation function. . . . . .
Schematic representation of a stacked autoencoder. The first layer (In-
put layer) is the input one. The next two hidden layers (1% hidden
layer and 2"¢ hidden layer) are the two sparse autoencoders stacked
in succession. The final layer (Softmax layer) is the output one, which
together with the 2"¢ hidden layer compose a two-layered neural net-
work trained with softmax activation function. The +1 neuron shown

in all layers corresponds to the biasterm b. . . . . .. ... .. ... ..
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Detection of Spikes with the Beta Diversity Spike Hypothesis. X-axis: time-
points values. Y-axis: beta diversity values. The first two horizontal lines from
the bottom indicated the borders between the baseline and the outlier areas.
The baseline area was defined as: [median - SD, median + SD ] (SD: standard
deviation). The third horizontal line from bottom indicated the border between
spikes and non-spikes. . . . . . ... oL Lo Lo Lo
Indication of the beta diversity spike hypothesis in subject 28. X-axis: time-
points. Y-axis: beta diversity values. The beta diversity values have either a
normal deviation from the mean value (also referred to as a baseline level)
or a deviation exceeding the mean value and the standard deviation (also
referred to as an outlier 3.1), leading to a spike-like figure which was labeled
as a spike. Furthermore, the spike criterion (fig. 3.1) is met three times (time-
points 10-14, 17-21, 25-29), due to the fact that in at least two time-points
before and after each spike, the values have a normal deviation from average.
An example is the sequence of time-points 9-13 in both panels. Subsets like
these were considered as positive ones and were labeled in the subset selection
S]]
Selected time-series subsets of subject 28. X-axis (in all panels): time-points.
Y-axis (in all panels): beta diversity values. The consecutive time-points meet
the beta diversity spike criterion and thus are labeled as positive. The subsets,
as referenced by the labels on the right are identified by their subject id and
a time-point number corresponding to tpl on the x-axis. This number refers
to two time-points before the spike and thus is time-point t-2. For example
in the first panel, time-point 10 of subject 28 is time-point t-2 and thus the
spike occurs at time-point 12. . . . . ... ..o oo o o
Performance of a number of classifiers for the spike prediction at t-3. X-axis:
names of the classifiers. Y-axis: LOT average accuracy. The generalization
performance of the models was evaluated with the leave-one-out CV method.
The highest classifier in terms of performance is the decision tree with 6.71e-01
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Performance of a number of classifiers for the spike prediction at t-2. X-axis:
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Histogram of spikeness values for D, ;. X-axis: number of examples
with a spikeness value in a given range. Y-axis: spikeness values. The
blue color corresponds to the negative class. The red color corresponds
to the positive class. There is a small portion of positive examples
overlapping with negative ones at the first bin, with the lowest spikeness
examples, and there is a moderate overlap at the middle bin. Hence,
the gray zone is quite big on that dataset and indicates a non-optimal
data categorization. . . . . . . . ... Lo e
Histogram of spikeness values for D;_5 - top 10 positive and bottom 10 neg-
ative selected examples. X-axis: number of examples with a spikeness value
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ABSTRACT

Nestor Timonidis, M.Sc. in Computer Science, Department of Computer Science and
Engineering, University of Ioannina, Greece, July 2017.
Detection of Predictable Temporal Changes in Multidimensional Biological Sequences.

Adyvisor: Aristidis Likas, Professor.

This work investigates the predictability of interesting temporal changes between the
various states of a longitudinal microbiome dataset, whilst those changes occur at
time-points subsequent to the analyzed ones. Predictability has been defined as the
generalization performance of an optimal classification system built using a given
dataset and tested with a given measure. The temporal dataset used was a longitu-
dinal microbiome dataset containing information about the evolution of the relative
abundances of the vaginal microbiome of a number of women. Initially, the anal-
ysis focused on the prediction of double changes in microbial composition (named
as spikes), given the population relative abundances in previous time instances. The
constructed datasets were classified using several methods with accuracy about 70%

for the prediction of spikes.

Next we searched for subsets of the datasets being more predictable than the com-
plete dataset. A continuous measure describing the amount of temporal change be-
tween consecutive time-points, named spikeness was estimated for all time-points.
The dataset examples were ranked based on spikeness and data subsets were created
containing top-ranked positive and bottom-ranked negative examples. The classifica-
tion system used for measuring predictability (called black-box classifier), consisted
of a set of various classification models as well as external model parameters and the
output classification result for each data subset was obtained from the best perform-

ing model.

Xvii



Based on the above ideas, a new automatic way of detecting predictable temporal
changes has been proposed. An approach called rank-based predictability was ap-
plied for estimating the predictability of gradually increasing subsets of the dataset,
which were selected based on the ranking of the examples. The methodology is based
on first transforming the time series into symbolic ones using clustering techniques
and then defining patterns of temporal change using a symbolic representation. Then
a two-class dataset was constructed given a pattern of temporal changes and its pre-
diction features. As a second step, the rank-based predictability approach was applied
to this dataset, as a way of estimating the predictability of temporal patterns. Patterns
of temporal changes with predictability greater than a user-specified threshold were
considered predictable. The experimental results using four temporal patterns indi-
cated that all temporal patterns were predictable for subsets having a high coverage
of the positive examples. Moreover, the results indicated that the predictability of the
rank-based subsets was always greater than the average predictability of randomly

selected subsets.
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EXTETAMENH IIEPIAHWH

Néotwp Tipovidng, M.A.E. oty [TAnpopoptxy, Tunuo Mnyovixwy H/Y xat ITAnpopo-
owng, Havemiotquio Tlwavvivey, TovAtog 2017.

Evtomiopdg [poBAédiuwy Xpovixwy Metaforwy o [loAvdidotateg BroAoyixég Axo-
Aovbiec.

EmiBAénwv: Aptoteidng Avxag, Kabnyntie.

Xty gpyaoio ot PeAETATOL M SuVOTOTNTO TTEOPRAEP S peToBdoewy PeTaED TwY
SLUPOPWY KATATTAGEWY EVOG QOO EEEALGTOUEVOL ULXPOBLOUATIXOD GLUVOAOL Ot~
Jopévwy. Qg mPoBAeLudTITO EVOG GLVOAOL GedoUEVvLY TaELvouNoNg oplleTol 1 Ye-
VIXEVLTLXY] LXOVOTNTO EVOG PEATLOTOL CLUOTNLATOS TAELVOUTOTG, KOTAOXEVAOULEVOL LE
™V XENON TOL GLYOAOL Oedopévwy xal aklohoyobuevov pe pio xoboprtopévn pe-
TOLXY. 2TV gpYyaoio aElomotinxe éva uixpoPLopatixd cOVoAo dedOUEVWLY, TO OTTOLO
TePLElYE TTANPOQPOPLES YL TNY EEALEY TOUL XOATILXOV PLxPOPBLOUOTOS VO TTANBOLCS YU-
vouxwy. H avaivon og apytxy @don eotiaoe atny TeoPAedy SLTAGY LETABOADY TNV
uxpoPLopotixn obvbeor (optopéveg wg spikes), pe dedopéveg Tig oxeTixnég apbovieg
TV TANHLOUWY oE TPOYEVEDTEPES Y POVIXEG OTLYUES. Tor abvora dedopévwy ToL xa-
TOOXEVACTNXAY, ToELvouNOMaY pe TN XENON TOANXTIAWY PebOSWY TaELVOUNOTG LE

niepimov 70% oxpifetor oty TEOPBAsPn Twv spikes.

2TV CLVEYELO AOYOANONXOUE PE TOV EVTOTILOUO LTTOGLYOAWY VOGS GLYOAOL Jed0-
HLEVWY, ToL oTtolo Ty TTLo TTPOPAEPLUO oTtd TO aPytxd oVVOAO Sedopévwy. Oplotnxe
UL ovveXNg TOodTNTO. TTOL Ovou.doTxe spikeness, N omola TePLYPdpeL To péyebog
TWY (POVIXWY UETUPOAWY UETAED T®Y SLOOOYLXWY YEOVIXWY oTLYULWOY. Ta topadely-
UOTO TV OLYOAWY Oedouévwy xotatayxdnxay pe Bdon to spikeness xow dnutovp-
NOxoy vTOGVYOAX deOUEVWLY TOL OTTOLOL TIEQLELYOLY XOPLPOLOG-KATATOENG OeTixd
%o TEAeLTOLOG-RATATOENG opvnTixd TTopadeiypato. Me tov TpdTo avtd oploTnxoy

UTTOGVVOAX UE OVWTEPY] TTPOPRAEPLUOTYTOL OE OYEDT UE TO aPytxd abvoio. To cdotnuo
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TaELYOUNoNg TTov aEtomotifnxe yio Ty pétpmon g mpoPiediudtnroc (ovoudotnxe
black-box classifier), amoptilovtoy amnd évo oBVOAO SLoPOPWY LOVTEAWY TOELYOUY-
ong xoHwg xol EEMTEQLXOY THOAUETOWY YLO TO LOVTEAX, EVEY 1 EEO000G-ATTOTEAECLOL
™G TaELvounomg yioe xébe odvoro dedouévwy Aapavovtay omd To LOVTEAO UE TNV

xoAOTEEN LS00

Me Bdon tig Tapamave Léeg TpoTtabnxe plo véa pébodog avTOUATOL EVIOTLOULOV
TPOPBAEPLUWY YPOVLXWY UETAPBOADY. OploTNXE XATOEYTV YLD TTPOCEYYLON UE TO OVOULOL
rank-based predictability yio Tov vToAoyLoud g TEOBAePLUdTTOG dLadoyLud avEX-
VOUEVWY LTTOCLYOAWY EVOG GLUYOAOL SGESOUEVWY TAELYOUNOTG, Tat OTtolo ETTLAEX DNy
ue Béon v xotdtoln Twy Topadetypnatwy. H mpotevouevy yevixn pebodoroyio Bo-
olleTon XoTaEYNY OTNY SLAXPLTOTIOLNOY] TWY YPOVOOELPWY OE GUUBOALXES UE TNV YENON
TEXVLXWY OUOSOTTOINONG oL ETELTO GTOV x0otbopLopd HOTIBwy YPovix®Y UeToBOAY
UE TNV XENON ULOG OLUPOALXNG OVOTTAPAOTUONG. LTNV CUVEYELX, XATUOXEVAOTNXKE
gvar oVOVOAO SedoPévwy BV0 xaTNYoPLwy S00évTtog evig poTiBov ypovixwy UeTafo-
ADY X0l TOY YOEAXTNELOTIXWY YLot TNV TEOPRAEPY. Loy SebTEPO Pa, M TTEOTEYYLON
rank-based predictability e@popudotnre 610 0OVOAO dedOUEVWY OVTWG WOTE VO LTO-
Aoyioel Ty TPOBAEPLULOTTO TV YPovixwY RoTiBwy. MotiBo ypovixwy petaoAwy
©e TEOBAPLLOTNTO LEYOAVTEPT ATTO EVOL XATWPAL XotOOPLOPEVO aTtd TOV X EPNOoTY, Oe-
weNinxoay wg TPoPAEPLua. To TELPAUATIXA ATTOTEAECUOTA LE TNV XOENON TEGOAQWY
XOOVLXWY LOTIPwY LTEESELERY TTwg OAa Tor YpOoVLxd LOTIPBo Mtory TTPORBAEPLUO YLaL LTTO-
oUVOA UE LPYNAN xXEGALYPTN TLY BeTinwy Topadelypndtwy. EmimAdoy, ta amoteAéopoto
vTEdetEay Twg N TEORBAePLUITTH TV PBact{OUEYWY O XATATOEN LTTOCLYOAWY TTOY
TAVTOTE UEYAUADTEQPT OO TNV UEOT TTPOBASPLUOTNTO TUY OO ETULAEYUEVWY VTTOGLYO-

AwV.
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CHAPTER 1

INTRODUCTION

1.1 Longitudinal Microbiome Data

1.2 Thesis Contribution

1.1 Longitudinal Microbiome Data

The human body harbors microorganisms that inhabit surfaces and cavities exposed
or connected to the external environment [2]. These microorganisms form complex
ecological communities that exist in each body site [3], have mutual relationships
with the host [2] and outnumber our own cells by at least a factor of 10 [3]. The
aggregate of these microorganisms (also referred to as microbiomes) in the human
organism is the human microbiota [4].

Little is known about the temporal dynamics of the microbiome communities. The
temporal dynamics are the changes of the microbiome communities through time. A

microbiota can change in terms of diversity and dominant taxa.

Definition 1.1. Taxon definition: populations of microorganisms like bacteria that

form a unit.

The taxa composing the human microbiome (bacteria, archaea and viruses) can be
measured by their relative abundances. The relative abundance of a taxon is a value

indicating its dominance at the given microbiome. The dominance is measured by



the percentage that the population of the microorganism has over the complete mi-
crobiome population.

Temporal variation refers to the difference in the microbiota across time. Interper-
sonal variation refers to the difference in the microbiota across persons. A longitudinal
analysis is based on sampling microbiome data from different time-points and differ-
ent persons. Therefore, temporal and interpersonal variation are both included in the
longitudinal analysis. The inclusion of the two variations can provide insight in the
temporal dynamics of the given microbial community [5]. This is because the micro-
bial community of a single subject can be analyzed in different time-points and thus
temporal changes can be tracked [6]. At the same time it can be compared with the
microbial community of different persons which can provide insight in the dynamics
of such community [5]. Downside is that more samples are generated per subject, so
fewer subjects are considered in a longitudinal study.

Data were gathered from Gajer’s et al. work in [1]. The research goal in [1] was the
description of the temporal dynamics in human vaginal microbiota. Specifically, the
vaginal bacterial communities of 32 women were analyzed over a period of 16 weeks
in terms of their composition. Five major classes characterizing the bacterial com-
munities were identified, and the analysis focused on the temporal rate of change in
the communities. There was an identification of both stable and instable communities
and the community stability was modeled using a log-linear mixed-effects model. The
results indicated that the variation found in microbial composition and high diversity
levels were not indicators of dysbiosis. Dysbiosis, as a term is used to describe the
imbalance of a microbial community inside or outside a host [7].

The dataset in [1] was derived from self-collected mid vaginal swabs of 32 women,
while this procedure occurred twice weekly for 16 weeks using a validated self-
collection protocol. A data set of 2,522,080 high-quality classifiable 16S rRNA gene
sequences was obtained from 937 samples with an average of 2692 £ 910 sequences
per sample. The relative abundances of 330 bacterial taxa at family, genus or species
levels that compose the vaginal microbiome of the subjects were estimated from the
rRNA sequences using the Ribosomal Database Project (RDP) Naive Bayes Classifier
[8]. Therefore this table contained information about the 330 relative bacterial abun-
dances of 32 women for approximately 30 time-points per subject.

Therefore, this dataset contained 937 examples and 330 features where:

1. the examples correspond to the microbiome of various subjects at various time-

2



points per subject,

2. the features correspond to the relative abundances of specific bacteria composing

the microbiome,

3. there exists a temporal relationship between examples belonging to the same
subject, meaning that they correspond to different time-points of the subject’s
time-series. Therefore, one could estimate the temporal distance between two ex-
amples of the same subject, wherein two consecutive time-point have a distance
of 4 days on average. However this approximation is not possible between exam-
ples of different subjects, because the microbiome sampling was asynchronous

for all subjects.

Besides the temporal relative abundances, additional information about the samples

(termed metadata) was also available:
1. The time in study that the sample was taken from.
2. The id of the subject.
3. Race.
4. Age.
5. Total Read Counts.

6. Community State Type. This state type is based on differences in species com-
position and their relative abundances according to [1]. The community state
types were 5 in total and labeled LILIIL,IV-A and IV-B. Each community state
type was dominated by a bacteria species. For example, community state type
IIT was dominated by L. iners, while community state type I was dominated by

L.crispatus [1].

The supplementary material of [1] also contained information on how the community
state types were estimated. Specifically, a dissimilarity matrix between the microbiome
of all time-points of all subjects of the dataset (937 microbiome instances in total) was
constructed with the use of the Jensen-Shannon divergence measure (section 2.4).
Afterwards, the agglomerative hierarchical clustering (section 2.3) was applied to

the proximity matrix. The silhouette measure (section 2.3) was used to measure the



clustering quality for various numbers of clusters. The highest mean silhouette value
found was for five clusters. Hence, these five clusters constituted the five commu-
nity state types which were used to characterize the state of each microbiome at its

corresponding time-point.
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Figure 1.1: Profiles of Community State Types, menses and Nugent Scores (def. 1.2) for a
number of subjects over a period of 16 weeks (Taken from [1]). X-axis: time (weeks). Y-axis:
subjects. The colors correspond to the 5 different Community State Types as indicated by
the legend above the figure. The circles of each time-series correspond to the time-points, at
which microbial samples of the equivalent subject were taken for the analysis in [1]. The size
of the circle corresponds to its Nugent Score, while the squares of each time-series correspond

to the menses of the subjects.

The time-points were numbered in the order they appeared. Therefore, the time-
point corresponding to the first sample was labeled as 1, the time-point of the second

sample as 2 and so on (fig. 1.1). The supplementary material also contained informa-
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tion about the menstrual period of the subjects. More specifically, it contained visual
plots for each time-series in which the time-points corresponding with the menstrual
period were represented by a square symbol. Moreover, the analysis contained infor-
mation about the Nugent Score of the subjects for each time-point. The Nugent Score

was defined by Nugent et al. in [9], as:

Definition 1.2. Nugent Score: score which measures the bacterial vaginosis of a sub-

ject.
1.2 Thesis Contribution

The goal of this research is the investigation of the predictability of interesting changes
between the various states of longitudinal data, whilst those changes occur at time-
points subsequent to the analyzed ones.

This thesis aims in not only detecting temporal changes between the states of a time-
series, but as a step furthermore on detecting which of these changes are predictable.
Predictability is associated with the generalization performance of an optimal classi-
fication system. Moreover, a change can be considered predictable if its predictability
is greater than a specified threshold value. This goal is based on the hypothesis that
there exist temporal changes of discrete states characterizing time-series/longitudinal
data, which can be predicted from data available at time-points preceding the changes.
Chapter 2 focuses on the explanation of the basic machine learning methods as well
as the dissimilarity measures, used for classification, clustering and evaluation in this
research. In chapter 3, the analysis focuses on the prediction of double changes in
microbial composition, which have been named as spikes.

In chapter 4, the existence of subsets with predictability greater than the complete
dataset is being investigated. The predictability measure is defined as the general-
ization performance of an optimal classification system built using a given dataset
and tested with a given measure. Two different approaches are being compared for
detecting subsets with predictability greater than the complete dataset: rank-based
and random-based predictability.

Chapter 5 focuses on the detection of predictable temporal changes in the compo-
sition of the longitudinal microbiome dataset. The time-series are discretized into
symbolic ones with the use of clustering techniques. Afterwards, patterns of temporal
changes are being detected with the use of a symbolic representation. Finally, the

rank-based predictability approach is applied for estimating the predictability of the
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temporal patterns.

Chapter 6 contains the experimental results of chapter 5. Each section of chapter 6
corresponds to the equivalent section of chapter 5, and provides a representation of
the results that are derived from the detection of predictable temporal changes in the
complete dataset. The chapter closes with the discussion of the experimental results.
The final chapter, chapter 7, has two sections. In the first section, the conclusion of
this research is being presented. The second and final section of this thesis contains

the future work references which can expand this research into new directions.



CHAPTER 2

MAcHINE LEARNING METHODS

2.1 Introduction
2.2 C(Classification Methods
2.3 Clustering Methods

2.4 Distance Measures

2.1 Introduction

This chapter focuses on the presentation of various machine learning methods and
distance measures that have been used throughout the thesis. The sections bellow
have been structured based on the category of the presented methods, which are:

classification methods, clustering methods and distance measures.

2.2 Classification Methods

2.2.1 Classifier Evaluation

The Cross-Validation method (also referred to as CV method) is a method used for
estimating generalization in classification problems. Generalization can be defined as
the ability of a supervised learning model (also referred to as classifier) to be able to

classify correctly examples that were not used in the training process [10].



The CV method utilizes the accuracy measure for estimating the generalization of a
classifier. The accuracy of a classifier is defined as the probability that a randomly

selected example of the dataset is classified correctly by the model [11]. Therefore:
accuracy = Pr(C(z) == y), (2.1

where C is the classifier and x,y € X, are the randomly selected example from dataset
X and its label. Given the classification of a number of examples, which are labeled

as positive or negative, an alternate definition of accuracy is:

TP +TN

2.2
TP+TN + FP 4+ FN’ (2.2)

accuracy =

where:

1. TP = the number of positive examples classified correctly as positives (true

positives).

2. TN = the number of negative examples classified correctly as negatives (true

negatives).

3. FP = the number of negative examples classified incorrectly as positives (false

positives).

4. FN = the number of positive examples classified incorrectly as negatives (false

negatives).

In cases of imbalanced two-class datasets, where the number of examples belonging
to the one category is greater than the other, the f-measure is being used instead of

accuracy:
precision x recall

(2.3)

f —measure =2 —
precision + recall

In the CV method, the dataset is partitioned into K-disjoint subsets (also referred
to as folds) with approximately equal size. Let D be considered the dataset and
Dy, D,, .., Dk its disjoint subsets [11].

For i=1,..K:

1. D; is used as the testing set and D\D; is used as the training set.
2. D\D; constructs a classifier using any classification algorithm.

3. D, is tested to the classifier.



4. accuracy; is estimated as the classification accuracy of the classifier for D;.

After the procedure has been completed for all K-folds, then the total Cross-Validation

accuracy is estimated as:

Zfil accuracy;
= 2.4
e , (2.4)

accuracy =

which is the average for the accuracy of all folds [11].

The aforementioned procedure is also called as K-fold Cross-Validation. In case that
the K = N, where N is the number of examples, then the approach is called leave-
one-out Cross-Validation [11]. In leave-one-out (LOT) CV, each example x € X is the
testing set, and for each x, the rest of the examples X\z compose the training set.
In this thesis, the leave-one-out Cross-Validation approach was used due to the small

size of the datasets being used.

2.2.2 Support Vector Machines

The support vector machines (also referred to as SVM) are a category of supervised
learning models used for regression and classification. The original SVM algorithm
was invented by Vladimir N. Vapnik and Alexey Ya. Chervonenkis in 1963, but in its
present form was published by Vapnik and Corrina Cortes in 1995 [12]. In classifica-
tion analysis, support vector machines are used for two-class classification problems

and can be considered to be derived by linear models of the form:

y(z) = whé(x) + b,z € R". (2.5)

¢(x) refers to a feature map from input space x to a linearly separable space. There-
fore SVM can be extended to non-linear classification problems [10].

Linear models such as the aforementioned can present multiple solutions/decision
boundaries for class separation, (show proof of multiple local minima by the linear
classifiers such as perceptron). SVM on the other hand minimize the generalization
error by maximizing the margin dictated by the smallest distance between the deci-
sion boundary and the examples. For that reason, the decision boundary is selected

based on the margin maximization [10].



Implementation steps

In SVM, The maximum margin solution is dictated by the Lagrangian function:

N N N
L(u), b, a) = %|w|2+CZ§n - Zan{tny@jn) -1+ fn} - Z,Unfm (2.6)
n=1 n=1 n=1

where:

1. a, > 0 and p, > 0 are the Lagrange multipliers.
2. x = (21,29, ...,xy) is the input space with N features and

3. w= (w1, ws,...,wy) is a vector of real-valued weights assigned to each of the N

features.
4. ¢(z) is the feature mapping of x to a linearly separable space
5. b is the bias.

6. y(z,) = wlé(x) + b (2.1), is the linear function defining the decision boundary
between two defined data classes. Therefore y(x,) = 0 for data points that are
on the decision boundary, y(x,) > 0 for data points that belong to the positive

class and y(z,) < 0 for data points that belong to the negative class.

7. t, € {—1,1} corresponding to the sign of y(z,), such that ¢,(w? ¢(x) +b) > 0 for

correct classification of example z,,.
8. &, is defined slack variable where:
&n = |tn —y(x,)|, n=12.,N. (2.7)

Given the definition: &, = 0 for data points that are on the side of the correct
margin boundary, ¢, = 1 for data points that are on the decision boundary and

&n > 1 for misclassified data points.

9. The parameter C' > 0 exists as a constraint that creates a balance between the
minimization of training error and the control of overfitting. The higher the C
value, the smaller the margin and therefore the more prone to overfitting the
model is. The lower the C value, the higher the margin due to the slack variables

and therefore the more prone to training errors the model is [10].

10



For this constraint optimization problem, the Karush-Kuhn-Tucker (also referred to as

KKT) conditions must be satisfied:

a, >0, (2.8)

tay(@n) =1+ & 20, (2.9)
an{tny(n) =1+ &} =0, (2.10)
fin > 0, (2.11)

&n > 0, (2.12)

fon % & = 0, (2.13)

where n = 1,....N [10].
The problem with the above Lagrangian function is that it has 3 parameters: w,a,b.
However by considering the function as a primal one and solving the Lagrangian

dual of it, a more simplified problem is obtained:

~ N 1 N N
L<a’> = Z Apn — 5 Z Z anamtntmk(xny l’m>, (214)
n=1 n=1m=1

where k(z,,z,,) is a kernel function of two data points z,, and z,,, with:
k(xp, zm) = ¢(x,) * ¢(xm),n =1,.., N. (2.15)

The two constraints that have been derived from the dual function are:

box constraints: 0<a,<C, n=1,.. N, (2.16)
N
> ant, =0, n=1,..N. (2.17)
n=1

Several kernel functions can be used with SVM. The most frequently used are:

1. RBF or Gaussian kernel:

||xn - xm||2
202

k(xp, m) = exp(— ) (2.18)

2. Linear kernel:
k2, ) = 282, (2.19)
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3. Polynomial kernel:
k(2 2) = (212, +c)?, (2.20)

where ¢ > 0 is a free parameter and d is the polynomial degree.

4. Cosine kernel:

T
T, T

k(xn, xpy) = (2.21)

 Nzallall@m]l2

2.2.3 Decision Trees

The decision tree classifier is a category of classification models which are based on
decision trees. A decision tree is an acyclic graph in which, given a set of features
and a set of class labels, the nodes represent decision splits on features, based on
specific criteria, the branches represent possible decision outcomes and the leaf nodes
represent the class labels or decisions. The act of building a decision tree is referred
to as decision tree induction [13].

The induction of decision trees is a non-parametric approach for the construction of
classification models. Therefore, there are no requirements regarding the probabilistic
prior distributions of the classes, and the dataset is sufficient for the decision tree

construction [13].

Decision Tree Induction

A decision tree is defined by three types of nodes: the root node, with only outgoing
edges, the internal nodes, with one incoming and two or more outgoing edges, and
the leaf nodes with only incoming edges. Given a set of features, there is an expo-
nential number of decision trees that can be constructed [13]. Therefore, there has
been developed a number of efficient algorithms with the purpose of constructing an
suboptimal tree in a reasonable amount of time [13]. Some of the most efficient ones
are: Hunt’s algorithm, ID3, C4.5, SLIQ,SPRINT and CART.

Hunt’s algorithm is one of the earliest ones and served as a basis of many subsequent
decision tree algorithms [13]. Therefore, it’s general structure can be an asset for the

explanation of decision tree induction.
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Attribute test condition and split measures

The way that a decision tree induction algorithm applies an attribute test condition
depends on the type of features. The possible feature types are four: binary, nominal,
ordinal and continuous [13]. In case of binary feature types, meaning that there are
two possible outcomes for each feature, a binary split is performed on each node. In
case of nominal feature types, the split is either binary or multi-way, meaning that
each node will have more than two children depending on the number of possible
outcomes. In case that a binary split is selected and there are more than two possible
outcomes, then the feature values will be merged in two groups for producing two
outcomes. Ordinal features can have binary or multi-way splits as long as there is no
violation of the order property of the feature values. Finally in continuous features,
a common approach is that all feature values are discretized into intervals which
represent the splits, and each new feature value is assigned to one of the possible
intervals [13].

Node impurity is measured by the distribution of classes at the children nodes after
a split has occurred. The more homogeneous the class distribution is at the children
nodes, the more impure the split is. If we consider a binary split at which the class
distribution of the first child node is (0,1) while the distribution of the second one is
(0.5,0.5), then the node impurity of the first one is zero, while the impurity of the
second one is the highest possible [13]. Node impurity serves as a basis for a number

of measures employed for finding the best split, with some of them being:

1.
c—1
Gini(t) =1-Y [p(i\t)]?, (2.22)
=0
2.
c—1
Entropy(t) = — Zp(@'\t)loggp(i\t), (2.23)
=0
3.
Classi fication_error(t) = 1 — maz[p(i\t)], (2.24)

where c is the number of classes and p(i\t) the probability distribution of class i at
node t [13].
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Advantages and Disadvantages

Decision tree induction algorithms have in worst case a time complexity of O(w),
with w being the maximum tree depth. Therefore, the decision tree algorithm is fast
with even large training datasets. Furthermore, the decision trees models have high
interpretability, meaning that a comprehension of the model is easy, especially in small
trees [13].

Moreover, while the algorithms are sensitive to noise, pruning techniques have been
employed for dealing with overfitting. Pruning techniques reduce the number of
tree branches, either by stopping their development during the training phase (pre-
pruning) or trimming them after the training phase (pre-pruning) In pruning, a data
subset known as validation set is used for measuring the generalization error as a
way of validating the technique [13].

As far as disadvantages of the decision tree induction algorithms are concerned, an
important one is that they are prone to overfitting on non-useful features, which limits
the generalization ability of the model to new data. For that reason, feature selection
techniques are useful in selecting the most important features for the training process
and increasing the classification accuracy. Furthermore, decision tree classifiers do not
have a good generalization to specific boolean problems like the parity function. The
parity function is a function whose value is 1 or 0 depending on whether the the

boolean features with the value TRUE have an even or odd number.

2.2.4 k-Nearest Neighbors

The k-Nearest Neighbors algorithm (also referred to as k-NN) is a non-parametric
approach used for classification and regression problems. The k-NN algorithm is
based on the nearest neighbors (NN) problem: determination of a data point which is
nearest to a given query point. This problem is applied in Geographical Information
Systems with the association of data points to geographical locations [14].

In a nearest neighbors classifier, the query point is the testing data point, while the
data point for determination belongs to the training dataset. Therefore, the label of a
testing data point x* is determined by the label of the training data point nearest to
it.

In a k-NN classifier with k& > 1, the problem is extended to the determination of the k

training data points nearest to the testing data point x*, thus considered as k-nearest
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neighbors. The class label of x* is determined by the majority vote of the k-nearest
neighbors: the class with the majority of the k- nearest neighbors belonging to it will
have its label assigned to x* [15].

The NN problem has been considered a special case of Parzen windows problem,
where the number of points ky = k is considered fixed, and the volume around the
points x is variable in order to include k points [16].

There are various distance measures which can be applied in the k-NN algorithm.
The Euclidean, Mahalanobis, Chebychev and Minkowski distance measures have been
used for continuous data, as well as the hamming distance for discrete data [16].
Spearman’s rank and Pearson correlation coefficients have also been applied in k-
NN at Bioinformatics problems such as gene expression microarray data classification
[17]. Finally, Dynamic Time Warping as a distance measure together with the 1-NN
classifier has been reported to achieve good results on time-series classification anal-
ysis [15]. In terms of selecting the number of neighbors k to be determined, k is
usually preferred to be an odd number in order to avoid ties in the majority vote.
However, in case that a tie occurs, a usual approach is the selection of the class label
belonging to the 1-nearest neighbor.

As far as advantages are concerned, k-NN is very simple as a non-parametric algo-
rithm. There is a lack of need for constructing a classification model with training
examples, due to the fact that the testing data points are classified based on their
proximity with the training data points [13]. Furthermore, the simplicity of k-NN
makes it useful for complex datasets. Finally there is no information loss during

classification, which makes k-NN highly interpretable on the results [13].

2.2.5 Linear Discriminant Classifier

The linear discriminant algorithm was introduced by Fisher in 1936 in [18], as a lin-
ear classification model with dimensionality reduction. Given a n-dimensional dataset
x and 2 classes C; and (%, the idea is the projection of x in one dimension using the
linear function: y = w”z. Afterwards, a testing data point x* will be classified in C; if
y(xx) > —wy, or otherwise in Cy, with wy being a threshold value [10].

The projection of a n-dimensional dataset into one dimension can lead to loss of in-
formation and therefore into an overlap of the two classes. For that reason, the linear

discriminant algorithm tries to find the optimal values of the weight component w,
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such that the projection into one dimension minimizes the variance within classes
and maximizes the variance between classes [10].
The Fisher criterion is defined as the ratio of between class variance to within class

variance [10]. Therefore, the optimal weight component w is given by maximizing

the ratio.
wl'Spw  (my —my)?
J = = 10 2.25
(w) U)TSWU) S% + S% [ ]7 ( )
where:
1.
Sp = (mg —my)(ma —my) (2.26)
is the between-class covariance matrix.
2.
Sw = Z (xy, —mq)(x, — ml)T + Z (X, — ma)(x, — m2)T (2.27)
neCy neCy
is the within-class covariance matrix.
3.
T
my, = E, (2.28)
neCy
is the mean vector of class 1.
4.
my = S 2n (2.29)
Ny
neCsy
is the mean vector of class 2.
5.
sT=> (Yo —m), (2.30)
neCy
is the within-class variance of class 1 after the projection to one dimension has
occurred.
0.
8; = Z (yn - m2>27 (231)
neCs

is the within-class variance of class 2 after the projection to one dimension has

occurred.
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Y = wlz, (2.32)

is the linear function.

By differentiating J(w) with respect to w and solving the system, the following equa-
tion is provided:

w o< Sy (Mg — my), (2.33)

meaning that w is proportional to the difference of the class means and the inverse
of the within-class covariance matrix [10].

The algorithm is further known as Fisher’s linear discriminant, due to the fact that
the projected data construct a discriminant by selecting a threshold value w, and

classifying data points into class 1 or class 2 based on whether y(z) > —w, or not
[10].

2.2.6 Stacked Autoencoders

Introduction

An autoencoder is a representation-learning artificial neural network, used for un-
supervised learning. Initially it was proposed by Hinton and Salakhutdinov in [19],
as a dimensionality reduction method for high dimensional data with the use of a
mutlilayer neural network.

Representation learning is the application of machine learning for discovering the
proper representation of data for increasing the performance of machine learning al-
gorithms [20]. Therefore, representation learning aims in finding the most important
features and an optimal mapping to a feature space which increases performance.
Deep neural networks deal with representation leaning, with the introduction of mul-
tiple hidden layers. Multiple hidden layers allow for representations of a dataset to
be expressed by simpler ones. The representations become increasingly more abstract

as the hidden layers are closer to the output one [20].

Autoencoder structure

The autoencoder is a neural network composed of one input, one hidden and one

output layer. The hidden layer, also referred to as h, acts as the representation of
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the input [20]. The basic characteristic of the autoencoder that separates it from the
other neural networks, is that it seeks in copying its input to the output.

For that reason, the network is consisted of the encoder h = f(x), and the decoder r
= g(h) functions. For a perfect copy of the input to the output layer to be possible,
g(f(x)) = x. However, due to restrictions placed in autoencoders, g(f(x)) # x, which
means that a perfect copy is not possible. Since the copy is achieved approximately,
the model prioritizes its inputs and selects the most important ones for copy. This
procedure leads to the model learning useful information about the data [20].

The encoder function of the autoencoder is given by the equation:
h= fus(z) = f(w'z +b), (2.34)
The decoder function of the autoencoder is given by the equation:

T = Gowo(h) = g(v b+ vp) (2.35)

Figure 2.1: Schematic representation of an autoencoder. The three network layers (input -
Layer L1, hidden - Layer Lo, output - Layer L3), are shown from left to right. Layer Lo acts
as the representation of data. The lines connecting L; to Ly represent the weights w, which
together with the input values and the bias b compose the encoder function (eq. 2.34), with
f(x) being an activation function. The equivalent lines from L to L3 represent the hidden layer
weights v, which together with the bias vy and the encoder values h, compose the decoder

function (eq. 2.35), with g(x) being an activation function.
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Sparse Regularized Autoencoders

The minimization of the following loss function, describes the autoencoder’s learning

procedure:
L(g(f(2)),7) = [lg(f(x)) — xI[5 (2.36)

is the mean squared error between g and x, and n the input layer size.
While mean squared error is not the only loss function used, it is a frequently used
one [20]. Regularized autoencoders scale the encoder and decoder capacity based on
the complexity of the input distribution [20]. This scaling includes additional model
properties, like sparsity and robustness to noise or missing values [20].
An approach for autoencoder regularization is through the addition of the sparsity

penalty to the loss function:

Lz, g(f(x))) + Q(h), (2.37)

where

Q(h) = BZ!M (2.38)

is the sparsity penalty and /3 is the sparsity parameter.

Sparse autoencoders result in a large proportion of the input neurons having zero
output value for any given input. Therefore, as the sparsity constraint gets higher, the
network gets more selective in choosing an important proportion of the data input
and discarding the rest. Further approaches in regularized autoencoders include the

addition of the L, regularization to the loss function:

L(z,g(f(x))) + BY_|hil + M w, (2.39)

where w”w is the L, regularization, and ) is the regularization parameter.

Stacked Autoencoders

A frequently used deep neural network model for classification is the stacked au-
toencoder [21]. In stacked autoencoders, many sparse autoencoders are trained in
succession, with the characteristic the the hidden layer size gets smaller as the hid-
den layers are closer to the output layer [21].

As a next step, the softmax activation function is used for training a supervised neural
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network between the final hidden layer, acting as the data representation, and the

output layer having a softmax function:

€%

- <=Cc
D kg €7

with z being an C-dimensional vector and C being the number of classes. The soft-

Yj , where n=1,..,C (2.40)

max activation function converts a C-dimensional vector with real values, to a C-
dimensional probability vector [10].

As a last step, with the weights optimized from the consecutive sparse autoencoders
and the training between the final hidden layer and the output one, the complete

neural network is now trained for a further optimization of the weights [21].

\@_
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Figure 2.2: Schematic representation of a stacked autoencoder. The first layer (Input
layer) is the input one. The next two hidden layers (1** hidden layer and 2" hidden
layer) are the two sparse autoencoders stacked in succession. The final layer (Softmax
layer) is the output one, which together with the 2"¢ hidden layer compose a two-
layered neural network trained with softmax activation function. The +1 neuron

shown in all layers corresponds to the bias term b.

2.3 Clustering Methods

2.3.1 K-means

K-means is considered to be one of the most important clustering algorithms. On

general terms, K-means is a prototype-based, partitional clustering algorithm with
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the goal of finding a specified number of clusters, which are represented by their
centroids. In K-means, the centroid is the mean of a group of data belonging to the
same cluster [13].

K-means is usually applied to data belonging to a continuous n-dimensional space.
Furthermore, as in all prototype-based clustering algorithms, all data are considered

to belong to the same level of hierarchy [13].

Implementation steps

The K-means clustering technique is simple and can be broken down to 5 basic steps:

—

. K data points from the n-dimensional space are selected randomly as initial
centroids. K is a user defined parameter and refers to the number of desired

clusters.

2. Each data point is assigned to its closest centroid in terms of distance. All points

assigned to a centroid compose a cluster and thus all K clusters are formed.

3. In each cluster, the mean of the data points assigned to it is estimated and

constitutes to the updated centroid of the cluster.
4. Step 2 is repeated.

5. The above procedure is continued until there is no change in the centroids [13].

Distance Measure and Objective function

In K-means, the notion of closest is being quantified with the use of a distance mea-
sure. The distance measure varies with the different types of data being applied to the
algorithm. The most frequently used distance measures are the euclidean distance,
for data points in euclidean space, and the cosine similarity for document data. How-
ever, Manhattan distance is also used for euclidean data, while the Jaccard measure
is used on document data [13].

The purpose of the objective function in K-means is the measurement of clustering
quality. The objective function depends on the distance measure between the points

and the centroids and thus is dependent on the different types of data [13]. The two
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main data categories in K-means are data in Euclidean space and document data.
For data in Euclidean space, the objective function of data belonging to the Euclidean
space, and having the Euclidean as a distance measure, is the Sum of Squared Error
(also referred to as SSE). SSE is defined as the total sum of the Euclidean distances

between all points and their corresponding centroids.

K
SSE = Z Z dist(c;, 1), (2.41)

i=1 zeC;
with dist being the standard Euclidean distance between two points in Euclidean
space:

dist(c;, z) = ||c; — x|2. (2.42)

¢; is the centroid of the i'” cluster defined as:

;= — Z x. (2.43)

The main advantage of K-means is its computational simplicity. Its time complexity
is: O(NKq), where q is the number of iterations necessary for convergence, N is the
number of data and K is the number of clusters. Due to the fact that q and K are
fairly smaller than N, K-means is preferred for big data clustering.

Its main disadvantage however is that if we consider SSE as its objective function, SSE
is influenced to a great extent by the random initialization of the clusters. Different
initializations can lead to different cluster results and therefore finding the optimal

initial cluster centers is the basic problem of K-means clustering [13].

2.3.2 Silhouette Measure

The silhouette measure was introduced by Rousseeuw in 1987 [22], as a way of
measuring clustering quality, by comparing the dissimilarities within clusters and
between clusters.

Given a clustering solution, the silhouette measure creates silhouette values for all
data points [22]. For each data point i, a corresponding silhouette value has been
defined as s(i), and given by the following definition:

) —ali)
s(i) = max{a(i),b(i)}’ (2.44)

where

22



1. a(i) = the average proximity between data point i and all data points belonging

to the same cluster A.

b(i) = 7(711;2,741 d(i, C), (2.45)

where d(i,C) = the average proximity between data point i and all data points

belonging to cluster C, where C is a different cluster from A.

Given the definition above and as far as the range of values of s(i) is concerned,
s(i) € [-1,+1]. In cases where a cluster consists only of one data point, then s(i) is
set to zero due to the uncertainty of definition of a(i). The value -1 represents the
complete misclassification of data point i, while +1 indicates the assignment of i to a
very appropriate cluster [22].
The silhouette measure can be used to validate and interpret a clustering approach.
For that reason, the average silhouette value for all silhouette values is taken:
2. "s(i)

average(s) = %, (2.46)
where n is the total number of data points.
A main advantage of the silhouette measure, is that as a measurement method is
not dependent on the clustering approach, but depends on the final partition of the
data points. Therefore, it can be used for optimization of the cluster analysis results,
by comparing the average silhouette of various clustering approaches applied to the
dataset.
A major disadvantage of silhouettes is its instability on extreme cases. In cases where
there is only one cluster, b(i) cannot be defined for a silhouette value. Finally, as
mentioned before, a(i) is set to zero in cases where a cluster consists of only one data
point, due to uncertainty. In cases where each data point constitutes a cluster, then
with a(i) = 0, according to the silhouette equation 2.44:

, b(z) — 0
5(0) = ma(x()b(i),()) -

The silhouette value of 1 indicates a well-clustered data partition. However, this judg-

(2.47)

ment is not objective due to the fact that there is a lack of information on whether
the clustering quality can be improved, which in most cases of singleton clusters is

the case.
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2.3.3 Agglomerative hierarchical clustering

Agglomerative hierarchical clustering is a category of clustering techniques belonging
to the broader category of hierarchical clustering. The agglomerative is the most
common of the two basic approaches of hierarchical clustering, with the other one
being the divisive hierarchical clustering [13].

Their main difference is that divisive hierarchical clustering starts with a single all-
inclusive cluster and splits the clusters based on a given criterion. Agglomerative
hierarchical clustering follows the reverse approach and starts with all data points as
individual clusters and merges them based on a criterion until all data points belong
to a single cluster.

A hierarchical clustering can be displayed graphically with the use of a dendrogram
or linkage tree, which is a diagram that contains the order in which the clusters were

merged or split, depending on the approach.

Implementation steps

1. At first, a proximity matrix is computed. In the beginning where each data point
composes a cluster, the proximity matrix is usually either a distance matrix or a
similarity matrix (matrix containing information about the similarity of all pairs
of data points). On the latter steps, where there exist clusters with more than
one data points, there are multiple approaches used and the most common of

them will be analyzed in the next subsection.
2. The closest two clusters based on the proximity matrix are being merged.

3. The proximity matrix is being updated based on the proximities of the clusters

after merging.
4. Step number 2 is repeated.

5. The termination condition for the above repetition is the existence of a single

cluster.

Proximity between clusters

There are many approaches regarding the proximity between clusters. The most com-

monly used are: MIN,MAX, Group Average, Centroid and Ward.
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In the MIN clustering technique, proximity between two clusters is being measured
by the proximity of the closest two data points that belong to different clusters. In
the MAX clustering technique, proximity between two clusters is being measured by
farthest two data points that belong to different clusters. In Group Average clustering
technique, proximity between two clusters is being defined as the average proximity
between all pairs of data points from different clusters [13].

In the centroid method, the proximity between two clusters is defined by the distance
between their centroids. Finally, Ward’s method measures the proximity between
two clusters by measuring the increase of SSE that results from merging the clusters.
Therefore, at each iteration it merges the cluster-pair that minimize the SSE. In both
Centroid and Ward’s method, the clusters are represented by their centroids like in

K-means [13].

Advantages and Disadvantages

The main advantage of the agglomerative hierarchical clustering techniques is that
there is no requirement of the data points themselves and therefore a proximity
matrix is sufficient to be given as input. Furthermore, there is no constraint regarding
the type of distance or similarity measure that can be used to construct the initial
proximity matrix. Finally, they contain information about the hierarchical structure
of data which is important for problems like taxonomy creation.

The main weakness of the algorithm is its expense. The overall time complexity
of the agglomerative hierarchical clustering algorithm is O(m?log(m)), where m is
the number of data points. Therefore, this algorithm is not applied in big datasets.
Furthermore, all merges occurring during the algorithm are final, which can provide

bad clustering for high dimensional data [13].

2.3.4 Dip-dist criterion

The dip-dist criterion tests the empirical density distribution of a given dataset for
multi-modality. For a cluster to be assumed as unimodal, its empirical density should
have a single mode. A single mode is being defined as a region with a maximum
empirical density, while data observations have a decreasing density as they belong

further away from the mode. This assumption enables unimodal distributions such
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as Gaussian or Student-t to generate clusters which can be identified with that test
[23].

The dip-dist criterion, takes as input a distance matrix created from the distances
between all data points belonging to the cluster, whose unimodality is to be tested.
The typical distance measure used is the euclidean one. The output of the criterion
is a dip value, estimated by applying the hartigan’s dip test to the dataset, and a

p-value of the hypothesis that the cluster’s distribution is unimodal [24].

2.3.5 Agglodip

Agglodip is an agglomerative clustering algorithm, based on the hartigan’s dip-test
[24], with the purpose of finding an optimal number of clusters and the creation of
clusters which are meaningful to the data. This algorithm is heavily influenced by
the dip-means algorithm [23], and tries to achieve the same result with a different
approach.

While dip-means gradually divides the clusters based on the unimodality test, until
all clusters are considered unimodal, agglodip reverses the approach: initially par-
titions the data to a large number of initial clusters and iteratively merges pairs of

clusters based on the unimodality test, until all clusters are considered unimodal.

Implementation steps:

1. Initially the data are being partitioned to a large number of clusters, with the
use of a parametric clustering algorithm like hierarchical clustering or k-means.
Since the algorithm is agglomerative, the initial number of clusters must be
greater or equal than the optimal one. For that reason the initial number of
clusters must be as large as possible. Alternatively, the number of initial clusters
can be equal to the number of data points, which means that each data point
composes a cluster, which is more computationally expensive than the previous

option.

Kx(K—-1)
=

2. Each possible pair of clusters , with K being the current number of

clusters), is being selected for merge.

3. Each one of the selected pairs is being tested with the dip-dist criterion. From
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all possible tested pairs, only one will be merged. For a pair to be merged, the
p-value estimated by the dip-dist criterion, of the hypothesis that the cluster is
unimodal, must be greater than zero. Furthermore, for all pairs that satisty that

criterion, the one with the lowest dip value will be merged.
4. Step 2 is being repeated.

5. The above procedure is being repeated until there is an iteration where all
possible merging pairs have been tested and there is no pair satisfying the

aforementioned criterion.

2.4 Distance Measures

2.4.1 Kullback-Leibler Divergence

The Kullback-Leibler divergence measure or relative entropy, also referred to as KL
divergence, was first introduced by Kullback and Leibler in 1951 [25], as a way of
measuring the relative entropy of two distributions. In entropy terms, given a dis-
tribution p(x) which is used for encoding information of x for transmission, the KL
divergence is defined as the additional amount of information required for decoding
x, which is encoded by a second distribution q(x) instead of p(x) [10]. On more gen-
eral terms, the KL divergence measures the divergence of a probability distribution
P(x) from a different one Q(x), given by:
P(z)

Dk (P\\Q) = ;P(a@)lnm, T =21,y Ty, n >0, (2.48)

Given the definition 2.43, KL divergence represents the mean of the log fold change
between P and Q with respect to P [25].
Relative entropy is used in computer science, statistics and microbiology [25]. How-

ever, it has a number of limitations:

Drr(P\\Q) # Dkr(Q\\P), (2.49)

meaning that there is a lack of symmetry in the measure [25].

27



2. In cases where
P(x)#0 and Q(x)=0, (2.50)

Dy is infinite [25].

3. The smaller the P(x) and Q(x) values are, the less reliable the log fold change

estimates are [25].

2.4.2 Jensen-Shannon Divergence

The Jensen-Shannon divergence is a dissimilarity measure, introduced in [26] with
the purpose of overcoming the limitations of KL divergence.
Given two probability distributions P(x) and Q(x), where z = x4, ..., z,, and n > 0, the

measure is defined as:

Dgp(P,M)+ Dgp(Q, M)

5 , (2.51)

Ds(P,Q) =

where
P+Q
2 )

is the average of P and Q. Furthermore, Lin in [26] proved the mathematical connec-

M = (2.52)

tion between Jensen-Shannon divergence and Shannon’s entropy with the following

equation:
Dys(p.Q) = (P19 D HQ) (2.53)
where H(X) is the Shannon’s entropy measure given by:
H(X)= —ZP(xj)logP(mj). (2.54)
J
As far as symmetry is concerned,
Dys(P,Q) = Dys(Q, P). (2.55)

This is due to the fact that, given the Jensen-Shannon divergence definition, the
dissimilarity between P and Q is not measured directly, but by the relative entropy
between each of the two distributions and their average distribution M, and afterwards
by averaging the two relative entropies [26].

Furthermore, there are no cases where D,s is infinite. In KL divergence, infinite
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values were produced by cases with P(X) # 0 and Q(X) = 0, due to the division with
zero in (2.43). Let’s consider the case of a variable z; where P(z;) # 0 and Q(z;) =

0.
P(x;) + Q(z;)  P(ay)

M(z;) = 5 = #£0 (2.47). (2.56)
Therefore:
log ]\Z((Z"i)) #inf = Dgr(P\\M) # inf (2.57)
and
zongW(é"j) £ inf = Dgr(Q\\M) # inf (2.58)
The union of equations (2.52) and (2.53) lead to:
Dys(Q\\M) # inf. (2.59)

The same proof is valid for cases where P(z;) = 0 and Q(z;) # 0 [26].

2.4.3 Bray-Curtis Dissimilarity

Bray-Curtis dissimilarity was introduced by Bray and Curtis in [27], as a dissimilarity
measure between the composition of two different communities. Given two samples

u and v, the Bray-Curtis dissimilarity measure has been defined as:

BC,, = 1002 — vl (2.60)
Zi |u; + vy
or
BC,, = it =il (2.61)
Zi |u; + v
where:

e u; >0 is the relative abundance of the i" taxon (def. 1.1) present in sample u,
e v; > 0 is the relative abundance of the i taxon present in sample v.

Both of the definitions have been used to define the Bray-Curtis dissimilarity mea-
sure and their difference is in scaling. A sample can be considered as anything with
the form of a group or community, while the term relative abundance refers to the
presence or absence of a taxon in a community.

The Bray-Curtis dissimilarity measure is frequently used by ecologists and environ-

mental scientists [28]. Specific characteristics regarding the measure are:
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1. The measure takes the value zero when v = v.

2. The measure takes its maximum value (1 or 100 depending on the definition)

when the two samples have no taxa in common.

3. The dissimilarity between two samples is not affected by the inclusion of a third

sample in the analysis.

4. The dissimilarity between two samples is not affected by the inclusion or exclu-

sion of taxa absent in both samples.

5. The dissimilarity between two samples is not affected by a simple change in

scale of the samples.

6. The measure combines the information of both the total change and relative

change between the composition of two samples [28].

A major problem of the measure is its instability when there is a sparsity in the
samples. In cases where two samples have only one present taxon (its value is greater
than zero), their dissimilarity can vary between 0, if they are from the same species,
and 1 or 100 depending on the definition, if they are from different species. Further-
more, in case that all taxa are absent and therefore the two samples contain only zero
values, the measure cannot be defined due to the division with zero according to the

definition [28].
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CHAPTER 3

SPIKE PREDICTION

3.1 Spike Definition
3.2 Research Goal
3.3 Dataset

3.4 Experimental Results

3.1 Spike Definition

Before the explanation of the term spike, the clarification of the terms beta diversity
and changes in microbial composition is important.

Beta diversity has been defined as the difference in species and genus composition
between two communities or sites [29]. The microbial composition or makeup is the
microbial genus and species composition of the microbiome at a specific time-point,
dictated by the presence and absence of specific bacterial genera and species. There-
fore, changes in microbial composition are dictated by changes in the presence and
absence of bacteria belonging to the microbiome.

The dynamic behavior of the microbiome indicated cases where the microbial com-
position changed to a new one and afterwards retreated to the previous one. Double
changes of that nature were categorized as spikes. Given two microbial compositions
a and b, the spike could be described by the pattern: a-b-a.

Initially, changes in microbial composition were quantified with the use of the beta
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diversity. The purpose of this quantification was to identify double changes which
could be considered as spikes. The Bray-Curtis dissimilarity (eq. 2.61) was used to
measure the beta diversity between two consecutive time-points of the microbiome.
Therefore, given two consecutive time-points named ¢; and ?,, where ¢; < 9, beta
diversity was estimated as: beta diversity,, = BC}, ;,, where BC is the Bray-Curtis
dissimilarity between ¢; and ¢,. In case that a time-point was the first of a time-series,
its beta diversity value was zero due to the fact that there was a lack of previous
time-point for diversity estimation.

According to the beta diversity approach, the spike was defined by statistical terms.
Specifically, beta diversity values were considered as either baseline or outliers (Fig.
3.1). A spike was dictated by a baseline (def. 3.2) beta diversity at a time-point
defined as t-1, followed by a rapid increase in the beta diversity of the microbiome
on outlier levels (def. 3.1) at time-point t, succeeded by a preservation to outlier
levels at time-point t+1 and drop to the baseline levels at time-point t+2. The reason
for the outlier restrictions at time-points t and t+1 was due to that the beta diversity
indicated dissimilarity. Hence, a change from composition a to b and then back to a
again, would be associated with a dissimilarity above baseline levels.

While the above approach indicated changes in composition above baseline and later
retreat to baseline levels, it was still not evident whether the retreat was at composition
a or a new composition c. In case that it changed to a completely new composition,
there could be no interpretation regarding the microbiome dynamics. For that reason
the retreat to the initial composition a was assumed.

The aforementioned hypothesis about the changes in beta diversity interpreted as
changes in microbial composition, was named as the beta diversity spike hypothesis

and served as a way of identifying spikes.

Definition 3.1. Outlier criterion for time-point t:

beta_diversity, < outlier if beta_diversity, > median + SD.

Definition 3.2. Baseline criterion for time-point t:

beta_diversity, + baseline if beta_diversity, € [median — SD, median + SD].

Definition 3.3. Beta Diversity Criterion for spike occurrence at time-point t:
beta_diversity;_o < baseline N beta_diversity, 1 <— baseline N  beta_diversity, <

outlier N  beta_diversity, 1 < outlier N beta_diversity,,o < baseline
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Figure 3.1: Detection of Spikes with the Beta Diversity Spike Hypothesis. X-axis: time-points
values. Y-axis: beta diversity values. The first two horizontal lines from the bottom indicated
the borders between the baseline and the outlier areas. The baseline area was defined as:
[median - SD, median + SD | (SD: standard deviation). The third horizontal line from bottom

indicated the border between spikes and non-spikes.

For a value to be considered as a spike (fig. 3.1), it must have been regarded as
an outlier (definition 3.1). Cut-off values of that nature were commonly used in
the micro-array data analysis [30]. The time-point in which a spike occurred was
referred to as time-point t. The previous time-points were referred to as time-points
t-1, t-2, t-3, etc. Similarly the next time-points were referred to as time-point t+1, t+2,
etc. As figure 3.1 indicated, acceptable spikes were spikes belonging to a subset of
time-points ranging from time-points t-2 until t+2 and satistying the beta diversity

spike criterion (definition 3.3).
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3.2 Research Goal

The goal of the research was the investigation of whether future spike occurrences
could be predicted. This goal was based on the hypothesis that there existed bacteria
from the human vaginal microbiome, whose relative abundances could be used to
predict spikes.

The term prediction implied a temporal relationship between the predictor and pre-
dicted variables. Therefore, for a spike occurrence to be predicted by bacteria values,
the values had to be present at an earlier time-point than the spike. In case that in
a given time-series a spike occurrence was at time-point t, the abundances at earlier
time-points t-1, t-2 and t-3 were considered as possible candidates for testing the
prediction hypothesis. The average temporal distance between two time-points of the
dataset was 4 days. Therefore, time-points t-1,t-2 and t-3 indicated an approximate
time-frame of maximum 12 days before the spike. This time-frame was considered
suitable for prediction, as a time-frame greater than 12 days was considered too dis-
tant for any correlation.

The occurrence of spikes was identified with the beta diversity spike hypothesis (sec-
tion 3.1). Moreover, machine learning classification methods (section 2.2) were used
for investigating the spike prediction hypothesis. Therefore, classifiers were built and
applied a dataset, consisted of a number of bacterial relative abundances at various

time-points (t-1, t-2 and t-3).

3.3 Dataset

As mentioned in chapter 1.1, the initial longitudinal dataset contained information
about the evolution of the vaginal microbiome of 32 subjects for 16 weeks, sampled
at approximately 30 time-points per subject. Therefore, by considering as an example
the microbiome of a given subject at a given time-point, the dataset contained 937
examples in total. For each example, the microbiome consisted of the relative abun-
dances of 330 bacteria. Therefore the dataset features were 330 in total (section 1.1).
A number of steps were taken for pre-processing the aforementioned dataset and

investigating the beta diversity spike hypothesis:
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1. Subset selection step:
Each subset of 5 consecutive time-points from each time-series was labeled as
positive or negative depending on if it met the beta diversity spike criterion or
not ( 3.3). In the time-series of figure 3.1 for example, the subset of time-points
€ [t — 2,t+ 2] would be labeled as positive due to the fact that it met the beta
diversity spike criterion. On the other hand, every other subset from that figure

would be included in the negative category.

2. Overlap removal step: the subset selection step was performed with a sliding
window approach, meaning that all subsets of time-points were categorized
consecutively, with the second time-point t-2 of a given subset to be time-point
t-3 of the next one. Therefore, there existed cases with various subsets of the
same class belonging to close time-frames and thus having similar values. For
that reason a time-constraint was placed between subsets of the same class.
Subsets being closer than 6 time-points from chronologically older subsets were
removed. The same was applied for negative class subsets being close to positive
class subsets, in order to avoid cases where the time-points used for prediction

in the negative class were associated with a spike.

3. Time-point selection step: From each five consecutive time-points selected, the
first corresponded to time-point t-2, the second to time-point t-1, the third to
time-point t, the fourth to time-point t+1, the fifth to time-point t+2. Therefore,
the spike positive/negative time-point was the third one. For predicting the
spike, the data points used for analysis would have to belong to a time-point
earlier than the third one. There were was a selected time-frame € [t — 1,¢ — 3]
which corresponded to how much back in time was the prediction analysis de-
sired to be performed. Therefore, in this step the desired time-point for analysis

was selected.

4. Feature selection step: The complete dataset was very sparse, which was due
to the absence of the majority of bacteria at a given time-point. The bacteria
constituted the features of the dataset. For that reason, from each dataset created

at the previous step, there was always a number of features whose values were
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zero for all examples of the dataset. Therefore these features, were removed

from the analysis.

5. Classification step: Given the two-class dataset, constituted from the previous
steps, the next step was the application of classification algorithms for the pre-
diction of spikes. The classification algorithms used in the analysis were: deci-
sion trees, k-nearest neighbor, linear discriminant classifier and support vector
machines (section 2.2). The classifiers were evaluated with the leave-one-out
Cross-Validation method (eq. 2.4), while the classification measure used was

the accuracy measure, since the datasets were balanced with respect to classes.

3.4 Experimental Results

Each step mentioned in section 3.3 for the analysis of spike prediction, was analyzed
separately as shown in the next subsections. The results contain visual representations

of the analysis, followed by a discussion of the results.

3.4.1 Subset selection step:

In this step, subsets of time-series were selected and categorized as positive or negative,
based on the beta diversity spike criterion (def. 3.3), as mentioned in section 3.1.

Figures 3.1 and 3.2 contained examples of positively categorized examples.
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Figure 3.2: Indication of the beta diversity spike hypothesis in subject 28. X-axis: time-
points. Y-axis: beta diversity values. The beta diversity values have either a normal deviation
from the mean value (also referred to as a baseline level) or a deviation exceeding the mean
value and the standard deviation (also referred to as an outlier 3.1), leading to a spike-like
figure which was labeled as a spike. Furthermore, the spike criterion (fig. 3.1) is met three
times (time—points 10-14, 17-21, 25-29), due to the fact that in at least two time-points before
and after each spike, the values have a normal deviation from average. An example is the
sequence of time-points 9-13 in both panels. Subsets like these were considered as positive

ones and were labeled in the subset selection step.
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Figure 3.3: Selected time-series subsets of subject 28. X-axis (in all panels): time-points. Y-

Subject 28 timepoint 25

axis (in all panels): beta diversity values. The consecutive time-points meet the beta diversity
spike criterion and thus are labeled as positive. The subsets, as referenced by the labels on
the right are identified by their subject id and a time-point number corresponding to tp1 on
the x-axis. This number refers to two time-points before the spike and thus is time-point t-2.
For example in the first panel, time-point 10 of subject 28 is time-point t-2 and thus the spike

occurs at time-point 12.
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3.4.2 Overlap removal step:

As mentioned in section 3.3, selected subsets that were close to previous subsets less
than 6 time-points were removed. From the initial selected subsets of the dataset, the
remaining subsets after removal were 72. From the 72 examples, the 37 were labeled

as positives and the rest 42 as negatives.

3.4.3 Time-point selection step

For each selected subset, the third one was the spike positive or negative one. The
spike positive/negative ones was named as time-point t (section 3.1). A time-frame
€ [t-3,t-1] was selected since it indicated approximately 12 days before the spike oc-
currence. Earlier time-points were considered two early for an objective prediction to
be possible. Therefore, each of the three time-points were assembled from all subsets
and constructed 3 separate datasets. Since the subsets were 79 in total, each of the
three datasets contained 72 examples, with 37 positive and 42 negative ones. Those

datasets were named as: D;_3, D;_, and D,_;.

3.4.4 Feature selection step:

From the total 330 features of the three datasets, the remained ones after the feature

selection step were:
1. D;_3: 179 features,
2. D;_5: 182 features,

3. D;_;: 188 features.

3.4.5 Classification step:

The following classification models (section 2.2) were applied to the datasets D, s,
D;_5 and D;_q:

Decision tree,

k-NN with the Euclidean distance measure,

k-NN with the Jensen-Shannon divergence measure,
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k-NN with the Bray-Curtis dissimilarity measure,
Linear discriminant classifier,

SVM with RBF kernel function,

SVM with linear kernel function,

SVM with Jensen-Shannon kernel function:

JS(xn, )

g

k<$mxm) = 6]3]9(— )7 (31)

where o is the scaling factor and z,, z,, are two data points of the dataset,
SVM with Bray-Curtis kernel function:

BC(zp, )

o

k(xp, 2m,) = exp(— ), (3.2)

where ¢ is the scaling factor and z,, z,, are two data points of the dataset.
Stacked-Autoencoders with two autoencoders.
Bellow are the results of the classification performance per dataset, for all aforemen-

tioned applied classification models:
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Figure 3.4: Performance of a number of classifiers for the spike prediction at t-3. X-axis:
names of the classifiers. Y-axis: LOT average accuracy. The generalization performance of the
models was evaluated with the leave-one-out CV method. The highest classifier in terms of

performance is the decision tree with 6.71e-01 accuracy.
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The optimal parameters applied to each model used in figure 3.4 were:

Decision tree: minimum size of leaves = 6, minimum size of parent nodes: 1,
Euclidean k-NN: nearest neighbor number = 1,

Jensen-Shannon k-NN: nearest neighbor number = 3,

Bray-Curtis k-NN: nearest neighbor number = 3,

Linear discriminant classifier: discriminant type = diagonal covariance matrix,

RBF SVM: box constraint = 10, kernel scale = 6,

Linear SVM: box constraint = 10, kernel scale = 10,

Jensen-Shannon SVM: box constraint = 1000, kernel scale = 8,

Bray-Curtis SVM: box constraint = 100, kernel scale = 6. Stacked-Autoencoders: number
of hidden layers = 2, number of hidden neurons (hidden layer 1) = 16, number of
hidden neurons (hidden layer 2) = 15 , encoder activation function (both hidden
layers) = saturating linear, decoder activation function (both hidden layers) = satu-

rating linear, L2 regularization = 10e-04, sparsity regularization $ = 10e-04, sparsity

| | | I | I o
8 - & E >
5t 5 ' &

proportion h = 0.05.
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Figure 3.5: Performance of a number of classifiers for the spike prediction at t-2. X-axis:
names of the classifiers. Y-axis: LOT average accuracy. The generalization performance of the
models was evaluated with the leave-one-out CV method. The highest classifier in terms of

performance is SVM with linear kernel function having 6.96e-01 accuracy.
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The optimal parameters applied to each model used in figure 3.5 were:

Decision tree: minimum size of leaves = 8, minimum size of parent nodes: 22,
Euclidean k-NN: nearest neighbor number = 9,

Jensen-Shannon k-NN: nearest neighbor number = 1,

Bray-Curtis k-NN: nearest neighbor number = 3,

Linear discriminant classifier: discriminant type = diagonal covariance matrix,

RBF SVM: box constraint = 1, kernel scale = 7,

Linear SVM: box constraint = 1, kernel scale = 1.0e-05,

Jensen-Shannon SVM: box constraint = 1, kernel scale = 1,

Bray-Curtis SVM: box constraint = 1, kernel scale = 1,

Stacked-Autoencoders: number of hidden layers = 2, number of hidden neurons (hidden
layer 1) = 10, number of hidden neurons (hidden layer 2) = 8, encoder activation
function (both hidden layers) = saturating linear, decoder activation function (both
hidden layers) = saturating linear, L2 regularization = 10e-04, sparsity regularization

B = 10e-02, sparsity proportion h = 0.5.
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Figure 3.6: Performance of a number of classifiers for the spike prediction at t-1. X-axis:
names of the classifiers. Y-axis: LOT average accuracy. The generalization performance of the
models was evaluated with the leave-one-out CV method. The highest classifier in terms of

performance is the decision tree having 6.71e-01 accuracy.
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The optimal parameters applied to each model used in figure 3.6 were:

Decision tree: minimum size of leaves = 8, minimum size of parent nodes: 18,
Euclidean k-NN: nearest neighbor number = 1,

Jensen-Shannon k-NN: nearest neighbor number = 1,

Bray-Curtis k-NN: nearest neighbor number = 8,

Linear discriminant classifier: discriminant type = diagonal covariance matrix,

RBF SVM: box constraint = 1000, kernel scale = 7,

Linear SVM: box constraint = 1000, kernel scale = 10,

Jensen-Shannon SVM: box constraint = 1, kernel scale = 1,

Bray-Curtis SVM: box constraint = 1000, kernel scale = 3,

Stacked-Autoencoders: number of hidden layers = 2, number of hidden neurons (hidden
layer 1) = 36, number of hidden neurons (hidden layer 2) = 35, encoder activation
function (both hidden layers) = saturating linear, decoder activation function (both
hidden layers) = saturating linear, L2 regularization = 10e-03, sparsity regularization

B = 15e-02, sparsity proportion h = 10.

Table 3.1: Best classifiers and accuracies per dataset.

Dataset || Best Model Accuracy | Model Name
D, 6.71e-01 decision tree
D;_, 6.96e-01 linear-kernel SVM
D;_5 6.71e-01 decision tree

Table 3.1 indicated for all three datasets the highest classification accuracy close to
0.7. Therefore, according to the results there was an optimal prediction accuracy close
to 0.7 for time-points t-3, t-2 and t-1 before the spike-positive/negative time-point t.
Furthermore, the optimal prediction accuracies for t-3,t-2 and t-1 were close to each
other (0.67, 0.69 and 0.67), with the highest one corresponding to time-point t-2.
The classification results indicated a sub-optimal prediction of spikes. For that reason,
new ways of measuring changes in microbial composition were investigated, as shown

at the next chapter.
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CHAPTER 4

DETECTING PREDICTABLE SUBSETS

4.1 Introduction

4.2 Spikeness measure

4.3 Rank-based example selection

4.4 Black-Box Classifier

4.5 Predictability

4.6 Rank-based vs random-based predictability

4.7 Experimental Results

4.1 Introduction

Following the results of chapter 3 (table 3.1), a new research question arose. The
research question was whether there exist subsets of a given dataset, whose classifi-
cation performance for a given classifier is greater than that of the complete dataset.
In case that such a subset exists, the examples should not have been selected ran-
domly for an interpretation of the results to be possible. Therefore, the identification
of a deterministically selected subset with improved classification performance over
the complete dataset, implies the existence of a selection criterion that differentiates
this subset from the rest of the dataset.

Furthermore, for a deterministically selected subset to exist, its selection criterion
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must be based on a property of the examples. A possible approach would be rank-
ing the dataset examples based on such property and assembling a subset with the
most important ones, either positive or negative. Initially however, this measurable
criterion had to be defined. For that reason, new ways of characterizing spikes were

investigated as shown at the next section.

4.2 Spikeness measure

The spike was defined in binary terms, so a given time-series subset was either con-
sidered to have a spike or not. But what about a time-series subset whose composition
was not clear on whether it changed significantly or not? For that reason spikeness
was defined as a continuous ordinal measure which measured the amount of change
in microbial composition at a given time-series subset.

Continuous values could provide a more sensitive measure for estimating changes
in the microbial composition than a threshold value. Therefore, spikeness could be
considered as a more sensitive approach to defining spikes than using thresholds
based on dissimilarity indices. Hence, high spikeness values were high indicators of
a spike occurrence. On the other hand prediction of low spikeness values could still
reveal important information, given the fact that even a small decline from the base-
line diversity levels could be indicative of changes in microbial composition.

There are were two possible approaches by which spikeness could be defined. The
first was the use of absolute differences between two consecutive time-points as a mea-
sure of change, with the use of a dissimilarity measure like Bray-Curtis (eq. 2.61)
or Jensen-Shannon (eq. 2.51).

The second way was the use of relative differences based on a baseline value. In this
approach the absolute compositional difference between each time-point and its pre-
vious one, were taken as a first step and represented the diversity at each time-point.
At the second step, the standard deviation of the diversity was estimated through a
local sliding window. Therefore, for sliding window size equal to n, the standard de-
viation of time-point t was estimated by taking into account time-points in the range
€ [t —n—1,t+n — 1]. The sliding window approach was preferred over estimating

the total standard deviation of a time-series, due to the fact that it took into account
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local changes in diversity which were lost when taking all time-points into account.
The final step was the division of all diversities with their local standard deviation to
achieve normalization.

At the initial analysis, the second approach was preferred because the relative differ-
ences provided information of difference with regards to the surrounding differences.
A value of 3 indicates a diversity which exceeds 3 times the standard deviation and
is in direct contract to a value of 0.5 which indicates a diversity close to the average.
The final step was common in both approaches. By having the diversities of time-
points estimated in absolute or relative terms, spikeness was estimated as the mini-
mum value from the diversities of two consecutive time-points. Therefore, spikeness

was given by the following definition:

diversity, diversity;,q

ik =mi 41
spikeness = min( 5D D ), (4.1)
in case of relative differences or

spikeness = min(diversity,, diversity, 1) (4.2)

in case of absolute differences. The reason why two time-points were used in the
process instead of one, was due to the fact that a spike was defined by a change
in a new state, quickly followed by the retreat to the old one. In diversity terms, it
was defined as a notable increase in high diversity which indicated the change to a
new state, followed by high diversity one time-point later which indicated the change
to the old state (section 3.1). Therefore, for a spike to be quantified, the lowest of
the two values had to be higher than the baseline levels. By comparing spikeness
to the quantification of spikes with the beta diversity spike criterion (definition 3.3,
section 3.1), the two time-points used for spikeness estimation would represent the
time-points t and t+1. Pairs of time-points with high spikeness value were expected
to be associated with spike occurrences and pairs of time-points with low spikeness

value were expected not to be associated with spikes.

4.3 Rank-based example selection

Rank-based example selection was defined as the process of selecting a subset of the

dataset based on a ranking that has been applied on its examples.
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The measure used to rank the dataset was spikeness. The ranking was at descending
order, hence the highest ranking examples were considered as top examples, while
the lowest ones were considered as bottom examples.

Two assumptions were made following the ranking of the dataset based on spike-
ness (eq. 4.1). The first assumption was that examples which were close or equal
to the highest ranked one, had a significantly different feature distribution than the
ones which were closest or equal to the lowest ranked one, and could be classified
more effectively than other subsets of a dataset given a classifier. Since spikeness
implied a rate of change, examples with low spikeness were considered to have a
significantly different microbiome from the ones with high spikeness. The same as-
sumption implied that examples which were ranked in a middle zone, had similar
feature distribution and could be classified more ineffectively than the rest. A dataset
subset which included the examples with a medium ranking was named as the gray-
zone.

The second assumption was that examples labeled as positives would be ranked
higher than the negative ones. This assumption was due to the fact that spike-positive
examples indicated high spikeness and vice versa. If this assumption was false, then it
would imply an incorrect categorization of the examples. However, the categorization
made was based on an approximate approach (section 3.1) and hence was prone to
errors. For that reason, there was expected to exist some sort of overlap between the
two classes, with examples of the positive class being ranked lower than examples of
negative ones.

The combination of the two assumptions lead to many possible scenarios. The worst
case scenario was that the the top examples of the positive class had lower or equal
spikeness value on average than the top examples of the negative class. In this sce-
nario, the classes of the dataset were considered to be similarly distributed and thus
a satisfiable classification was not possible.

The best case scenario was that all top examples of the positive class had higher
spikeness value than all top examples of the negative class. Moreover, all bottom
examples of the negative class had lower spikeness value than all bottom examples
of the positive class. Therefore, the bottom positive and top negative examples were
expected to have a closer or equal ranking to the middle one than the highest and
lowest ones, thus being situated in the middle of the ranking spectrum. In this sce-

nario, difficulty in classification between the two classes was expected to be, if any, in
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the examples belonging to that middle area. The middle area with the mixed positive
and negative examples was, in this case, the gray-zone.
As far as the methodology for rank-based selection is concerned, given a ranking

threshold o and a dataset D with two classes C; and Cs:

1. rank the examples for ¢ and C; separately,
2. select the top a% examples of the (; and the bottom a% examples of Cy,

3. construct a new dataset Dg.cqeq, based on the selected examples of the previous

step and their corresponding labels,
4. classity Dgeectea given a classification model,

5. evaluate the classification performance of the model.

In case that the classification performance of a model was considered unsatisfac-
tory, meaning that it did not exceed a desired threshold, then: either the percentage
of selected ranked examples included examples from the gray-zone, or the feature

distribution between the two classes was highly similar.

4.4 Black-Box Classifier

A black-box classifier has been defined as a classification system consisted of a set of
various classification models and external model parameters, in which the classifica-
tion result for a given dataset is obtained from the best performing model.

A black-box classifier was different than ensemble classifiers. In ensemble classifiers,
classification has been performed by using an ensemble of different parameters, dif-
ferent subsets of training examples and different classification methods, and the final
prediction of an unknown example has been given by the majority vote of all trained
models of the ensemble [31]. In black-box classification, classification was performed
by using a set of different parameters, all training examples and different classification
methods, and the final prediction of an unknown example was given not from voting
but by the trained model with the best classification accuracy.

A black-box has been defined as a system that given an input, provided an output
without observability of the internal procedures. The same definition was applied

to the black-box classifier. While a number of different classification methods with
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external model parameters were being applied to a given dataset, the only output
provided was the optimal classification accuracy, without knowledge of the classifi-
cation method or the parameters used. Hence, the system was a black-box classifier.

The following steps describe the process being used for black-box classification:

Algorithm 4.1 Black-Box Classification

Input: X: Dataset of size NxM.
1: y: labels of X.

th classification

2: Models: Vector of size KxL, where Models;; corresponds to the :
model applied to the system j combination of parameters for model i.
3: LOT _CV: leave-one-out Cross-Validation measure.
Output: Generalization_Per formance: generalization performance of the Black-Box
classifier.
accuracy <= ()

fori <+ 1;i+ K;i+ i+ 1do

for j« 1,7 L;j«1i+1do

7: accuracy U LOT_CV (models;j, X, y), meaning that the i" model with the ;"
combination of parameters is applied to the dataset (X,y) and evaluated with
LOT_CV.

8: end for

9: end for

10: Generalization_Per formance < max(accuracy), meaning that the maximum

leave-one-out accuracy found in the analysis is considered as the Generaliza-

tion_Performance of the Black-Box classifier.

The main advantage of the black box classifier was that, given the limitations of the
applied dataset and classifiers, the classification performance would be as high as
possible. This was due to the use of different and varying classification methods, and
the exhaustive trial of different possible parameters.

The main disadvantage was its heavy computational cost and the time complexity
that the method had. This was obvious due to the sum of the time complexities
and computational expenses of all models participating at the ensemble. The main
reason why this approach was preferred for classification in the analysis despite its

disadvantage, was that the datasets applied were small (< 500 examples and < 300
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features), and thus the method did not slow down the experimentation process.

4.5 Predictability

Predictability was defined as the generalization performance of an optimal classifi-
cation system built using a given dataset (X,y) € D, where X is the dataset matrix
and y is the label vector, and tested with a given evaluation measure. Since there
was not a deterministic approach of constructing an optimal dataset, it could only be
constructed approximately. The inclusion of more classification methods with more
possible tested parameters per method, would increase the probability of a better
generalization ability, leading to a more optimal system and a more objective pre-
dictability.

In terms of practical application, predictability was tested on the dataset with the
use of the black-box classifier. The black-box classifier was designed, constructed and
tested based on the idea of predictability, serving as an approximation of the optimal
classification system. Furthermore, the measure used for estimating the generaliza-
tion ability was accuracy, while the evaluation measure used was leave-one-out (LOT)
Cross-Validation (eq. 2.4).

There was no prior knowledge regarding the predictability of a dataset and the only
way of estimating it was by applying it to a classification system like the black-box
classifier. The black-box classifier provided a heuristic approach for estimating pre-
dictability, while a more optimal approach was not possible. For that reason, the
black-box classifier was assumed to estimate the highest possible predictability for a
dataset. Given that assumption, the focus shifted on finding datasets with high pre-
dictability.

Since predictability implied an optimal classification performance, it was used as a
measure for investigating the research question of section 4.1: whether there exist sub-

sets of a given subset, whose predictability is higher than that of the complete dataset.
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4.6 Rank-based vs random-based predictability

Predictability was used as a measure for investigating the research question of section
4.1. The question would be investigated by the partition of the dataset to a number
of subsets, estimation of their predictability and comparison of their results with
the complete dataset predictability. There existed multiple ways of selecting subsets
for the approach. However, as mentioned in section 4.1, the subset selection of a
given dataset could be either random or by a selection criterion. For the second case,
rank-based selection with the spikeness measure was used as a criterion (eq. 4.1).
Therefore, the two possible ways for subset selection were named as: random-based
and rank-based predictability.

In random-based predictability, the idea was the selection of multiple subsets from
a given dataset, by choosing random examples for each subset. The subsets would
contain an equal number of positive and negative examples for it being balanced as
a dataset. The predictability of each subset would be estimated with the black-box
classifier. Finally, each subset would be compared with the complete dataset in terms
of predictability. As mentioned in section 4.1, the problem with a random-based
predictability was the lack of interpretation in the results. Even if the dataset had a
lower predictability than a randomly selected subset, the results did not provide an
answer to the question. This was due to that a proper interpretation for the quan-
titative difference in the results could not be given. Also, a possible explanation for
the existence of such a subset was a highly noisy dataset that provided no value to
the analysis.

On the other hand, rank-based predictability provided a selection criterion that ranks
the examples. Therefore, in case that such a subset existed and was selected with
the rank-based approach, then the results could be contributed to the ranking of
the selected examples. Last but not least, its predictability must have been equal or
higher than randomly-selected ones, in order to be considered significant. In the op-
posite case, the results were not significant for the reasons mentioned in the previous
paragraph. In case that it did exceed the randomly-selected ones, then the ranking
provided a possible interpretation to the results.

One more important information about rank-based predictability, was that the size of
predictable subset was associated with its importance. This was due to the fact that big

subsets made up a larger proportion of the dataset than smaller ones. Therefore, big
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predictable subsets indicated that a large proportion of the dataset was predictable.
In the case that the complete dataset was not considered predictable, subsets like the
aforementioned could still provide quantitative information regarding its predictabil-
ity, which would be lost if a rank-based selection approach was not applied.

In rank-based predictability, the examples of a given dataset were ranked based on
their spikeness. Afterwards, the most important ones given selected and assembled a
subset, whose predictability was estimated with the black-box classifier. Since there
was not a strict definition on example importance, their importance was defined by
their ranking. In section 4.3, the idea of the gray-area was introduced which was
composed by a number of examples, which had a highly similar feature distribution
and thus were difficult in being classified. In this analysis, the gray-area was assumed
to be composed by examples having a ranking close to the mean. Examples with a
ranking closer or equal to the highest and lowest ones, were named as the top and
bottom examples and assumed to be classified more easily than the gray-area ones.
Their difference in classification lead to a difference in predictability, since predictabil-
ity was associated with classification performance. For that reason, top and bottom
examples were considered more important in rank-based predictability.

However, it was still not evident which threshold could define the separation of top
and bottom examples from the gray-zone. The problem was that such a threshold
was highly dependable on the feature distribution of each dataset. For that reason,

an incremental approach was applied:

1. the examples for (', and C, were ranked based on spikeness with descending

order, where C; and C, are the two classes of the dataset.

2. A value k was defined. The k-highest ranked examples of the positive class
were considered as top, and the k-lowest ranked examples of the negative class
were considered as bottom. The rest of the examples were considered as the

gray-zone.
3. The top and bottom examples constructed the subset k, Dj,.

4. The predictability of D, was estimated as the optimal classification accuracy of

the black-box classifier, where subset k was given as input to it.

5. if D), was greater or equal to the generalization threshold, where generalization

threshold was given as user input, then the algorithm proceeded to step 7.
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6. if predictability of D, was less than the generalization threshold, then the algo-
rithm halted.

7. k=k+1
8. Step number 3 was repeated.
9. The iterations continued until k was equal to the number of positive examples.

With the aforementioned approach, the predictability of a big number of subsets could
be estimated. For big datasets however, this approach was computational and time
demanding. Hence, the predictability threshold was used for filtering out insignificant
subsets. A subset having less predictability than the complete dataset could not pro-
vide an answer to the research question of 4.1 and was thus considered insignificant.
Moreover, there was a lack of a measure which quantified predictability in terms of
the size of the dataset. Two measures were included in the analysis for that pur-
pose, named as total coverage and positive coverage. Total coverage was defined as
the proportion of total examples in the dataset which were included on the largest
predictable subset Dj. Positive coverage was defined as the proportion of positive
examples in the dataset which were included on the largest predictable subset Dj.
Positive and total coverage provided a link between predictability and dataset size.
Therefore, besides the information on the number of predictable subsets detected,
the coverages provided information regarding the predictable portion of the dataset.
Hence, the two coverages along with predictability were returned as outputs of the
rank-based predictability approach.

Finally, the incremental approach was based on the assumption of the gray-zone
and its estimation was provided by the algorithm: the algorithm started with a small
number of examples belonging to the extreme ends of the ranking spectrum and
incrementally included more examples being closer to the mean than the highest and
lowest one in terms of ranking. As soon as a subset was considered as insignificant,
the latest examples included were considered to be part of the gray-zone. There-
fore, the gray-zone had been found. In case that the maximum number of positive

examples had been reached, then two possible hypotheses existed:
1. there was no gray-zone,

2. the gray-zone existed, but it was composed by negative examples not being
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selected by the algorithm. These examples were ranked higher than the higher

selected ones, and their inclusion would cause an imbalanced dataset.

As shown at the next chapter, the 2"¢ hypothesis was investigated by the inclusion of
more negative examples, creating an imbalanced dataset and new approaches were

used for its optimal classification.

4.7 Experimental Results

Spikeness:

Figure 4.1: Histogram of spikeness values for D,_,. X-axis: number of examples with a
spikeness value in a given range. Y-axis: spikeness values. The blue color corresponds
to the negative class. The red color corresponds to the positive class. There is a small
portion of positive examples overlapping with negative ones at the first bin, with
the lowest spikeness examples, and there is a moderate overlap at the middle bin.
Hence, the gray zone is quite big on that dataset and indicates a non-optimal data

categorization.
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Rank-based example selection:

Figure 4.2: Histogram of spikeness values for D;_» - top 10 positive and bottom 10 negative
selected examples. X-axis: number of examples with a spikeness value in a given range. Y-axis:
spikeness values. The blue color corresponds to the positive class. The red color corresponds
to the negative class. There is no overlap in the spikeness between the two classes, which

indicates a better data categorization than the equivalent one of 4.1.

The optimal parameters applied to each classifier (classifiers from section 2.2) used
in rank-based example selection were:

Decision tree: minimum size of leaves = 4, minimum size of parent nodes: 1,
Euclidean k-NN: nearest neighbor number = 5,

Jensen-Shannon k-NN: nearest neighbor number = 1,

Bray-Curtis k-NN: nearest neighbor number = 7,

Linear discriminant classifier: discriminant type = diagonal covariance matrix,

RBF SVM: box constraint = 1.0e-05, kernel scale = 9,

Linear SVM: box constraint = 1.0e-05, kernel scale = 0.1,

Jensen-Shannon SVM: box constraint = 1, kernel scale = 1,

Bray-Curtis SVM: box constraint = 1.0e-05, kernel scale = 1.

Stacked-Autoencoders: number of hidden layers = 2, number of hidden neurons for
hidden layer 1 = 10, number of hidden neurons for hidden layer 2 = 8, sparsity
regularization § = 1000, L2 regularization = 1000, sparsity proportion h = 1, encoder

activation function (for both hidden layers) = saturating linear function, decoder
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activation function (for both hidden layers) = saturating linear function.

The selection of the top 10 positive and bottom 10 negative examples of dataset D,_o,
indicated a lack of overlap between the spikeness values of two classes (fig. 4.2). The
classification performance of various classifiers on the subset (fig. 4.3) was higher in
all cases than the complete dataset one (fig. 3.5), with a notable difference between
their optimal accuracies (0.69 at the complete dataset and 0.85 at the subset). This
result indicated a correlation between the ranking of a subset’s selected examples and
classification performance. For that reason, predictability was used for measuring the

performance of the selected subsets.
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Figure 4.3: Performance of a number of classifiers for the spike prediction at t-2 - top 10
positive and bottom 10 negative selected examples. X-axis: names of the classifiers. Y-axis:
LOT average accuracy. This dataset is the result of rank-based selection using the spikeness
measure and selecting the top 10 positive and bottom 10 negative examples. The generalization
performance of the models was evaluated with the leave-one-out CV method. The highest

classifier in terms of performance is the decision tree with 0.85 accuracy.

Black-box classifier and Predictability:
Figures 3.4, 3.5 and 3.6 were indicative examples of a black box-classifier. In case

that the shown classifiers operated inside a black-box system, with the dataset as input
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and the optimal accuracy as output, then all these figures could indicate the internal
processes of a black-box classifier. One more detail was that such a system must
have also been experimented with as many different combinations of external model
parameters as possible, and keep the model with the best performance. Furthermore,
in section 4.5 it was mentioned that predictability was estimated with the use of a
black-box classifier as its output. Therefore, by considering the classifiers of figures
3.4, 3.5 and 3.6 as internal processes of a black-box classifier with datasets D,_3, D;_»
and D, as input, then the predictability for each case would be: 6.71e-01, 6.96e-01
and 6.71e-01. The classification models applied in rank-based example selection for
D,_» were used to construct the Black-box classifier.

Rank-based vs random-based predictability:

05 == Time-point t-2

20 2 24 26 28 30 32 34 36 3% 40 42 44 46 43 B0 52 ™A

Figure 4.4: Rank-based predictability of time-point t-2 (dataset D;_»). X-axis: number of
selected examples. Y-axis: predictability. The number of selected examples composing the
dataset contains an equal number of top-ranked selected examples from the positive class
and bottom-ranked selected examples from the negative class. Therefore, in the case with 20
selected examples, the top-ranked selected positive examples are 10 and the bottom-ranked
selected negative examples are 10. The threshold value used is 0.7. At the final subset with
54 examples, the predictability (0.629) is lower than 0.7 and for that reason the rank-based

selection approach did not continue to include further examples at the subset.

Figure 4.4 displayed the results of random-based predictability for dataset D;_,. The
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maximum number of examples with predictability higher than 0.7 was 52, composed
by the 26 top positive and 26 bottom negative examples. As far as the dataset cov-
erage was concerned:
Total Coverage: 0.65

Positive Coverage: 0.70

The positive coverage indicated that almost 3 out of 4 positive examples were pre-
dictable. The total coverage was smaller than the positive coverage. However, this
was reasonable due to that the maximum number of positive predictable examples
was 70% of the total ones. Since the positive examples were less than the negative
ones, the percentage of negative examples included in the biggest predictable sub-
set was 61%. This did not necessary indicate that more negative examples were not
predictable, but since the maximum number of positive examples had been reached,

there was no point in included more negative examples.
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Figure 4.5: Random-based predictability of time-point t-2 (dataset D;_»), for 20 selected
examples. X-axis: under-sampling repetitions. Y-axis: predictability. The number of selected

examples composing the subset contains an equal number of the positive and negative class.
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As shown in figure 4.5, an experiment was performed for comparing the predictabil-
ity between the rank-based and random-based predictability approach for a given
dataset. The dataset D;_, was applied to the random-based approach. The random-
based approach was applied 10 times with 10 randomly selected examples from the
positive and 10 randomly selected examples from the negative class. The reason why
20 examples were selected for the experiments was because as shown at figure 4.2,
were highly pure in terms of distribution between the two classes.

The predictability was estimated with the black-box classifier. Therefore, the 10 under-
sampling repetitions estimated 10 predictability values (fig. 4.5), which were com-
pared with the equivalent one of the rank-based predictability approach for 20 se-
lected examples (fig. 4.4). At the rank-based approach, the predictability for 20
examples was 0.85. From the random-based approach, only 2 repetitions had 0.85
predictability, with the rest being bellow that value and the average predictability
being 0.75.

Hence, the rank-based approach produced higher predictability than the average pre-
dictability of the random-based approach. Moreover, the highest value estimated by
the random-based approach was equal to the rank-based one. The experiments in-
dicated that the subsets of D;_, ranging from size 20 until 2K, where K was the
number of positive examples, were significant (section 4.6), and that the spikeness

ranking provided a possible interpretation to the results of that chapter.
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CHAPTER DO

DeTECTING PREDICTABLE CHANGES

5.1 Problem Definition

5.2 Discretization through clustering
5.3 Patterns of Temporal Changes

5.4 Predictability of Temporal Changes

5.5 Detailed method description

5.1 Problem Definition

Temporal changes between various states present in time-series data, were simply
referred to as changes. A state was considered to be a discrete or symbolic charac-
terization of the data distribution at a given time-point. A change was considered
predictable if it could be predicted by feature values at time-points previous than the
ones at which the change occurred. Therefore, the detection of predictable changes
was defined as the detection of temporal changes between states in time-series data,
capable of being predicted at previous time-points.

There have existed multiple types of temporal changes that could be present in time-
series data. One of these possible types was the spike. The limitations of the approach
used for identifying spikes, was that the criterion for separating examples into posi-
tives and negatives, was based on the beta diversity hypothesis that a spike occurred

according to specific fluctuations in the beta diversity of specific time-series subsets
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(section 3.1). Moreover, the beta diversity spike hypothesis (def. 3.3) was specifically
adapted to the spike pattern: a-b-a, where a and b were different states of the time-
series data. But what about the patterns of change a-b-b or a-b-c? For that reason, a
general approach had to be applied for change identification. However, since changes

refer to changes in state, the states of a given time-series dataset had to be defined first.

5.2 Discretization through clustering

Since a state was considered to be a discrete (symbolic) characterization of the data
distribution at a given instance, the various states of a given dataset were identified
through discretization. The discretization of the dataset was achieved with clustering.
The advantage of clustering as an approach for data discretization, has been that
all examples of the dataset could be represented by the cluster label at which they
belong to. The cluster representations lead to a discrete form of the dataset. Given
three examples, named example 1, example 2 and example 3, and the three corre-
sponding classes, named a,b and c, at which they belonged to, the examples could
be characterized as: a,b,c, meaning that they have been discretized. Therefore, each
cluster label has become the state that represented all its example-members. As men-
tioned in section 1.1, metadata were available at the supplementary material of [1],
from which the dataset was parsed. An important metadata was the Community State
Types (referred to CST for abbreviation), which were based on differences in species
composition and their relative abundances. The CST were 5 in total and character-
ized every time-point of the complete dataset. In other words, the CST constituted
the initial discretization of the data that could be used for the analysis.

The Community State Types, as the clustering work of [1] could eliminate the need of
any further discretization of the dataset. However, any form of clustering was prone
to errors. For that reason, multiple clustering approaches were used with the intent
of identifying states which the community state type approach might erroneously did
not. The idea of multiple clustering approaches, was to implement a form of ensemble
clustering, based on the assumption that: temporal changes in state not identified by
one clustering might have been identified by the rest. For that reason, many cluster-

ing approaches were used. Since there was no knowledge about the optimal number
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of clusters, non-parametric clustering algorithms were preferred. The final clustering

approaches applied were:

1. agglomerative hierarchical clustering with the Jensen-Shannon divergence mea-

sure and silhouette measure for estimating the optimal number of clusters,

2. agglomerative hierarchical clustering with the Bray-Curtis dissimilarity measure

and silhouette measure for estimating the optimal number of clusters,

3. agglomerative hierarchical clustering with the euclidean distance measure and

silhouette measure for estimating the optimal number of clusters,
4. agglodip clustering with the Jensen-Shannon divergence measure,

5. agglodip clustering with the Bray-Curtis dissimilarity measure,

»

. agglodip clustering with the euclidean distance measure.

While the algorithms were two in total, the different proximity measures constructed
different proximity matrices and thus produced different results. Therefore, 6 clus-
tering approaches were applied in total.

The next step was the matching of the clustering labels. Every clustering approach
produced a number of clusters, each with its own labels. In order for a comparison
between the results of the various clustering approaches to be possible, there must
have been knowledge regarding the correspondence between their labels. This was
achieved with the use of a simple algorithm for matching the clustering labels. The
CST labels were used as the reference ones, since they were initially used in the
analysis at [1] where the dataset was taken from. Therefore all clustering approaches
matched their labels with the Community State Type ones. The Community State
Type clustering contained categorical values : LILIILIV-A,IV-B. Since the clustering
labels contained nominal numerical values, the first step was the conversion of the

Community State Type values to nominal ones:

1. The Community State Type labels were converted to: 1,2,3,4,5, where 1 repre-
sented I, 2 represented 1I, 3 represented III, 4 represented IV-A and 5 repre-
sented IV-B.

2. The next steps were similar for all different approaches. Given the labels assigned

to the entire dataset by a clustering approach, a cost matrix was constructed
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between the community state type clustering and the clusters of the approach.
The matrix size was nxm, where n was the total number of CST clusters, and
m the total number of clusters for the approach. The cost;; , where i referred to
a cluster from the approach and j referred to a cluster from CST, was estimated
as the number of times a data point/example was assigned to cluster i in the
approach and cluster j in CST. The pair i-j with the highest score was matched,
meaning that cluster i was considered to match with cluster j. Therefore the

label of i was updated: label; = label;.

3. The pair i-j was removed from the matching algorithm. Furthermore, since
cluster i was matched, all data points belonging to cluster i were removed from
both CST and the approach. Step number 2 continued until all clustering labels

were matched.

4. There existed cases where the number of clusters for both approaches was not
equal. In those cases, the matching was valid for only k clusters, where k is the
number of clusters of the approach with the least clusters between the two. The

unmatched clusters retained their original labels.

A number of techniques were applied for measuring the clustering solutions. The
first technique was the normalized mutual information (also referred to as NMI). The
NMI was applied between the final clusters of each applied clustering approach, and
the CST clusters. The higher the NMI values were, the closer to the CST ones were
considered to be. While this was not a pure indicator for clustering quality, it added
another parameter to the clustering evaluation. The information that many clustering
approaches provided similar clusters, strengthened the hypothesis that the clustering
solutions were good.

Finally, a similarity matrix was between all clustering approaches was constructed,
for testing the aforementioned hypothesis. The similarity matrix was constructed with
the use of the Needleman-Wunsch algorithm [32], which is frequently used in Bioin-

formatics analysis for aligning amino-acid and nucleotide sequences.
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5.3 Patterns of Temporal Changes

After the matching of the various clusterings, which represented states of the dataset,
the next step was the detection of changes in state. Temporal changes in state were
considered as patterns. Hence, a spike was one possible temporal pattern. The exhaus-
tive search for every possible pattern on the dataset was time-demanding and thus

not preferred. For that reason, the patterns searched in the analysis were predefined.

Spike detection approach no 1: Beta
Diversity spike hypothesis

Spike detection approach no 2: Data
discretization through clustering

11 4 1 1 2 1 1 1 1 3 1 1 1 1

Present Patterns:

A A B A A B A A A A B A A A A

Time-points

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Figure 5.1: Comparison of the two different ways for detecting Spikes, given a time-series
with 15 time-points. The diagram drawn at the top represents the beta diversity spike hy-
pothesis, where each time-point is represented by a beta diversity value. The 15 number
sequence bellow the diagram represents the discretization approach, where each time-point is
represented by its cluster or state. The number sequence titled as Present Patterns, represents
the patterns that can be detected on that time-series, where symbol A represents similarity to
the previous state and B difference from the previous state. The first number sequence from

the bottom, titled as Time-points, represents the time-points of the time-series
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Furthermore, the patterns were not dependent on specific states, but on the differ-
ences between consecutive states through time. An example has been the pattern
a-b-c, given three consecutive time-points ¢;,t3 and ¢3. This pattern, has not indicated
that a state named a was succeeded by a state named b, which was succeeded by a
state named c. Contrary to that its actual interpretation has been that: (state of ¢;)
# (state of t3) # (state of t3). Similarly, a-b-a could be interpreted as: (state of t;) #
(state of t,), (state of t,) # (state of ¢3) and (state of t;) = (state of ¢3).

The identification of a given pattern at the dataset was performed for each clustering
approach separately. Figure 5.1, presents a visual contrast between the discretization
through clustering and the beta diversity approach (def. 3.3) for detecting spikes.
Moreover, it presents the correspondence of states or beta diversity values, to the pat-
terns of temporal changes present in a time-series. In comparing the two approaches,
the discretization approach was less prone to errors than the first one, since the errors
could only be accounted to bad clustering quality, which could be corrected by better
clustering or a clustering ensemble like in section 5.2. The threshold values of the
first approach were more prone to errors, since they were dictated by the median
and standard deviation of the local region of the time-series. The local region of the
time-series, whose size was dictated by a sliding window approach (section 3.3),
was considered to take into account the local fluctuations in diversity and was thus
preferred over the complete time-series. The problem with the local region was the
lack of a way of estimating an optimal length that could take into account the local
changes. Therefore, the selection of an optimal window size was done by a visual
observation of the time-series. For that reason, a bad window size selection could
lead to a bad labeling of the datasets, which could explain the non-optimal results
for spike prediction (table 3.1, section 3.4).

Therefore, the detection of patterns of temporal changes could be described as: the
process of matching a symbolic representation of time-points to patterns of tempo-
ral changes between those representations, and detecting the pattern of interest. The

following algorithm describes the steps taken for pattern detection:

1. The clustering labels were assigned in time-series, meaning that the clustering
label of a given example was assigned to the time-series at the time-point at

which the example belonged to.

2. For each time-series:
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(a) a sliding window was applied for scanning the time-series, with window
size equal to the length of the pattern. For example, pattern a-b-a had
length 3 and therefore all feature vectors of 3 consecutive time-points were

scanned.

(b) Each subset of time-points fitting to the window size, was checked on
whether it matches the pattern or not. The matching was performed with
the following way: the first cluster label appearing at the sequence was
assigned to the first symbol of the pattern and so on. Afterwards, all cluster
labels were matched to the symbols they were assigned to. For example,
given the pattern a-b-a and the states 2-3-2, 2 would be assigned to a and
3 would be assigned to b. Therefore, 2-3-2 would get matched to a-b-a. In
the case of 2-3-3, the subset would get matched to a-b-b, which is different

than a-b-a.

(¢) In case that a subset of time-points did match the pattern, then the middle
time-point was considered as the pattern positive one, and the label 0 was
assigned to the feature vectors of the three previous time-points (t-1,t-2,t-3),
meaning that their future time-point (1,2 or 3 time-points later respectively)
was associated with the pattern. In case that it did not match the pattern,
then the same procedure happened with the difference that the label 1 was
assigned to the feature vectors of time-points t-1,t-2 and t-2, meaning that

their future time-point was not associated with the pattern.

(d) Furthermore, the examples/data points corresponding to time-points t-1,t-2

and t-3 were stored for constructing the dataset.

(e) The spikeness of each pattern positive/negative example was estimated.
This time, the absolute differences approach was preferred over the rela-
tive differences approach for investigating possible changes in the analysis
results. The Jensen-Shannon (eq. 2.51) and Bray-Curtis (eq. 2.61) measures
were both used as possible measures for estimating spikeness (eq. 4.1).

The spikeness value was also stored for the construction of the dataset.

3. After the time-series of all time-points were scanned, three datasets were con-
structed. The stored examples corresponding to time-points t-1, t-2 and t-3
constructed three separate datasets, X;_;, X; o and X;_3, with each one corre-

sponding to the temporal proximity between the examples and the pattern posi-
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tive/negative ones. Examples having the same position/row in all three datasets,
had the same class label, since they belonged to time-points t-1,t-2 and t-3 before

the same temporal change.

4. Since the spikeness for all pattern positive/negative time-points was estimated,
a vector with all spikeness values was constructed. This vector had equal size

to the number of examples and would be used for further analysis.

Since this pattern identification algorithm was applied to the dataset for each clus-
tering solution separately, there existed a different label vector for each solution.
Therefore, the next step was the ensemble of the clustering solutions. The ensemble
would be used to define the final label vector y of the dataset. The ensemble solution
was similar to the one used in ensemble classification [31], where a majority vote is
used for classifying a testing example.

For i=1,..,n, where n is the number of examples in the dataset, and given a voting

threshold voting,

1. positive; was estimated, where positive; refers to the percentage of 0 (positive

class) values assigned to the i"* example for all label vectors.

2. if positive; > votingy,, then: y; = 0,

else: y; = 1.

The output result of the methodology was the label vector y that contained the final
label value. Similar to the methodology used for predicting spikes in section 3.3,
the overlap removal step was applied to the data. The difference from the previous
approach was that according to the methodology of detecting predictable changes, the
time-points t-1,t-2 and t-3 used for prediction were gathered and assembled datasets
before the removal of overlapping examples. Furthermore, a time-constraint of 2
time-points was applied for removing examples being closer to chronologically older
ones from the same time-series and the same class on the dataset. The reason for a
less strict constraint was that the 6 time-points used in the spike prediction analysis
(chapter 3) produced a very small dataset with 79 examples in total (section 3.4)
and thus a larger dataset was desired. While the removal of overlapping examples
did not provide a dataset as pure as the spike prediction one, a temporal-proximity
of 2 time-points ensured that all time-points of the same class would be at least 8

days distant from each other.
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Hence, the detection of temporal changes lead to the following output results used
for further analysis:

(Xi—3,Y) € Dy_3, (Xi—2,y) € Di—5 and (X;—3,y) € D;_; and spikeness.

5.4 Predictability of Temporal Changes

Given the definitions of predictability (section 4.5) and temporal changes (section
5.3), predictability of temporal changes was defined as: the generalization perfor-
mance of an optimal classification system built using a given dataset and tested on a
given evaluation measure.

Since an optimal classification system could only be approximately constructed (sec-
tion 4.5), it was assumed that the results of a classification system were optimal. A
dataset was considered predictable if its predictability exceeded a desired threshold
(section 4.5). Therefore, the analysis focused on detecting predictable subsets of the
dataset, since the experimentation results of section 4.7 indicated the existence of
such subsets. The most important reason for finding predictable subsets, was that
predictable subsets that made up a significant proportion of the dataset, provided
quantitative information regarding its predictability (section 4.7).

As far as methodology was concerned, the classification system applied was the black-
box classifier (section 4.4). The evaluation measure used was leave-one-out CV (eq.
2.4). The detection of predictable subsets was achieved with the rank-based pre-
dictability approach. For the rank-based selection (section 4.3), the ranking measure
used was spikeness (eq. 4.1).

The datasets used for analysis were: (X; 3,y) € D;_3, (X;_2,y) € Dy and (X;_1,y) €
D,_,, as well as the spikeness vector.

The steps taken for constructing the dataset, from the initial detection of cluster-
states to the application of the rank-based predictability approach, were similar to
the ones described for the prediction of spikes in section 3.3. The steps taken for
discretization of the dataset and the detection of changes in state were equivalent
to the subset selection and time-point selection steps. The rank-based predictability
step was equivalent to the classification step. The overlap removal step was applied
with the less strict time-constraint of 2 time-points. Finally, the feature selection step

was applied for features whose total value in a given dataset was zero. Therefore,
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despite the differences in the approaches used, the methodology for the detection of
predictable changes at the given longitudinal dataset could be considered as an auto-
mated way of predicting spikes and similar changes, contrary to the spike prediction

approach where changes were detected based on a hypothesis (section 3.1).

70



5.5 Detailed method description

Algorithm 5.1 Detecting Predictable Changes

Input: X,;1;.: Initial Dataset of size NxM.

1:

8:
9:

T'sx: longitudinal time-series correspondent to the dataset with L time-series, Y
time-points per time-series and W features per time-point where: LxYxW = NxM.
cluster_approaches: matrix with K clustering approaches, K € N.

votingy,, = cluster voting threshold.

Input_Pattern: Pattern whose predictability is to be estimated.
dissimilarity_measure: measure that will be used for estimating spikeness.
Black_Box: black box classifier.

generalizationy,: generalization threshold of predictability.

lower_bound = lower bounds on rank-based example selection.

upper_bound = upper bounds on rank-based example selection.

Output: Predictability, where Predictability is a vector of size wupper_bound —

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:

23:

lower_bound, for all dataset subsets selected in the process.
Total_Coverage: Percentage of total predictable examples of the dataset.
Positive_Coverage: Percentage of positive predictable examples of the dataset.
Discretization through clustering phase
fori<1;:1<K;i1<i1+1do

cluster_labels; <= cluster_approach;( Xnitial)

discrete_T'S; < passing the labels of cluster_labels; to T'sx

class_label; <= ()
end for
windowsize <= size(Input_Pattern)
X1, X0, Xt 0
Patterns of temporal changes detection phase
for Time-series in discrete_TS; do

for time — point < 3;time — point < size(Time — series) — windowsize; time —
point <= time — point + windowsize; do

pattern_tp < time — point +windowsize/2, is the time-point within the sliding

window frame where the temporal change is expected to happen.
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24:
25:

26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:
40:
41:
42:
43:
44
45:

46
47

48:
49:

fori+ 1;i < K;i<i+1do
subset < discrete_T'S;(time — point) U discrete_T'S;(time — point +
1),..,Udiscrete_T'S;(time — point + windowsize)
matching < match subset with pattern.
if matching is correct then
class_label; U0, O indicates pattern detection
else
class_label; U1, 1 indicates non-pattern detection
end if
end for
X1 U X (pattern_tp — 1)
Xi—o U X (pattern_tp — 2)
Xi—3 U X (pattern_tp — 3)
if pattern is associated with a single change in state then
spikeness U dissimilarity_measure(pattern_tp — 1, pattern_tp)
else
spikey < dissimilarity_measure(pattern_tp — 1, pattern_tp)
spikey < dissimilarity_measure(pattern_tp, pattern_tp + 1)
spikeness U min(spikey, spikes)
end if
end for
end for
class_labels <= )
cy<0
cfori+— 1;i< K;i+i+1do
class_labels U class_label;

end for
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50

51:
52:
53:
S4:
55:
56:
57:

58
59

60:

61
62

63
64

65:
66:
67:
68:
69:
70:
71:
72:
73:
T4:

75
76

: for i « example € class_labels do

#[class_labels(i)=0]
K

positive; <—
if positive; > voting,, then
yuo
else
yuUl
end if
end for
: Predictability of temporal changes phase
: Dyq <+ (Xi-1,9y), Di—g < (Xi4_o,y) and Dy_3 + (X;_3,9)
D, <+ selection between D;_1,D;_» and D;_3
: partition D, into C < positive class examples, and C;, < negative class examples.
: Cy < rank(spikeness, C), Cy < rank(spikeness,Cy) , C; and Cy are ranked on
descending order
. Predictability < ()
: for k «+ lower_bound; k < upper_bound; k < k+ 1 do
Top_Positive < the first k examples from C}
Bottom_Negative < the last k examples from C,
Dy, < Top_Positive U Bottom_Negative
predictabilityy, < Black_Box(Dy,)

if predictability, > generalization,, then
Break - the detection of predictable subset ceases.
else
Predictability U predictabilityy,
end if
end for

: Positive_Coverage <— size(C1)
k

: Total_Coverage + size(Dsel)
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CHAPTER O

EXPERIMENTAL RESULTS

6.1 Introduction

6.2 Discretization though clustering
6.3 Patterns of Temporal Changes

6.4 Predictability of Temporal Changes

6.5 Discussion

6.1 Introduction

The methodological steps described in the algorithm 5.1 of chapter 5, were followed
for experimentation and analysis. Each section of this chapter corresponds to the

equivalent section of chapter 5, where various plots are used for visualizing the results.

6.2 Discretization though clustering

As mentioned in section 5.2, six different clustering approaches were applied to the
complete dataset, which were named in short as: Jensen-Shannon Agglodip, Bray-
Curtis Agglodip, Euclidean Agglodip, Jensen-Shannon Agglomerative, Bray-Curtis
Agglomerative and Euclidean Agglomerative.

The criterion for estimating the optimal number of clusters at the agglomerative

hierarchical approaches was the mean silhouette value (section 2.3) for all data points
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of the dataset. The criterion for estimating the optimal number of clusters at the
Agglodip approaches was the dip-dist criterion (section 2.3), which in order to be
utilized optimally was applied to all possible pairs of data points. Therefore, in the
Agglodip approaches all possible pairs of data points were tested with the dip-dist

criterion from the beginning.

Time-series
1: 123 456 7 8 910111213 14151617 18 19 20 21 22 23 24 25 26 27 28 29
Bray-Curtis
Agglodip 3333333435333333333333433333S3

Jensen-Shannon

Agglodip 33333331333333333333311333333
Euclidean
Agglodip 3 3333335355553333333352513131313133
Bray-Curtis

Agglomerative 33333334333333333333344333333

Jensen-Shannon
Agglomerative 33333334333333333333344333333

Euclidean
Agglomerative 333333353333333333333%5H5333333

Community State

Type 4 333333433333333333334433333133
Time-series

10: 123 456 7 8 9 1011121314151617 18 19 20 21 22 23 24 25 26 27 28 29
Bray-Curtis

Agglodip 333333333333355%5133333333552513S°5
Jensen-Shannon

Agglodip 13333333111315551333133155115
Euclidean

Agglodip 333333333333355%51333333335135°5S75
Bray-Curtis

Agglomerative 333333333333355533333333353343

Jensen-Shannon
Agglomerative 33333333333313333333333333333S3

Euclidean
Agglomerative 333333333333353533333333333H53

Community State
Type 33333333333232333333333333333243

Figure 6.1: Cluster labels assigned to time-points of two time-series for different clustering
approaches. Top panel: time-series 1. Bottom panel: time-series 10. X-axis (all panels): la-
bels per clustering approach. Y-axis (all panels): time-points. The names of the clustering
approaches are on the first column of each panel. The labels of each approach are presented

after having been matched with the equivalent ones of Community State Type (section 5.2).
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The cluster labels were matched with the equivalent ones from Community State Type
(CST), since CST was used as the reference clustering (section 5.2). The CST labels
in nominal form were: 1,2,3,4 and 5. The clustering results for each approach, after

the matching with CST, were:

1. Jensen-Shannon Agglodip:
4 clusters with the labels 1,2,3 and 5.

2. Bray-Curtis Agglodip:
5 clusters with the labels 1,2,3,4 and 5.

3. Euclidean Agglodip:
4 clusters with the labels 1,2,3 and 5.

4. Jensen-Shannon Agglomerative:
5 clusters with the labels 1,2,3,4 and 5.

5. Bray-Curtis Agglomerative:
5 clusters with the labels 1,2,3,4 and 5.

6. Euclidean Agglomerative:
4 clusters with the labels 1,2,3 and 5.

0.5 W Mormalized Mutual
0,45 Information (NMI):
0.4 Between all
0.35 clusterings and
03 Ground Truth

Bray-Curtis ‘Jensen- ‘Euclidean ‘Bray-Curtis ‘Jensen- ‘Euclidean
Agglodip Shannon Agglodip’ Agglomerative’ Shannon Agglomerative’
Agglodip’ Agglomerative’

Figure 6.2: Normalized Mutual Information (NMI) between a number of clustering ap-
proaches and a reference clustering. X-axis: NMI values. Y-axis: names of the clustering

approaches.
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Figure 6.1 presented examples of cluster label from all clustering approaches and
after having been matched with CST, assigned to their equivalent time-points for two
indicative time-series. The reference clustering for the NMI at figure 6.2, was the
CST. The highest NMI in figure 6.2 was given by the Jensen-Shannon agglomerative
approach, which was reasonable given that the reference clustering was obtained with
the same approach. The reason why both clusterings were not completely identical,
with an NMI of 1, was that the CST clustering was performed on the rRNA gene
sequence data. The analysis at the gene sequence data on [1], produced the relative
abundances used to construct the dataset (section 1.1) of this research. Therefore
in the transition between rRNA gene sequences and relative abundances there was

information loss leading to the deviation between the two clustering approaches.

Jensen - Jensen-
Similarity Bray-Curtis Shannon Euclidean Bray-Curtis Shannon Euclidean
Matrix Agglodip Agglodip Agglodip Agglomerative Agglomerative Agglomerative
Bray-Curtis
Agglodip 29,28125 24,96875 19,875 24,53125 23,15625 24,15625
Jensen-
Shannon
Agglodip 24,96875 29,28125 19,84375 24,375 22,75 24,46875
Euclidean
Agglodip 19,875 19,84375 29,28125 19,9375 18,5 21,125
Euclidean
Agglomerative 24,53125 24,375 19,9375 29,28125 27,46875 26,8125
Euclidean
Agglomerative 23,15625 22,75 18,5 27,46875 29,28125 26,03125
Euclidean
Agglomerative 24,15625 24,46875 21,125 26,8125 26,03125 29,28125

Figure 6.3: Similarity matrix between a number of clustering approaches. X-axis and y-axis
correspond to pairs of clustering approaches. Given a pair i-j, the value corresponding to i-j

is the global alignment score between clustering approaches i and j

The alignment algorithm used in figure 6.3 was the Needleman-Wunsch algorithm.
Since the solutions did not correspond to amino-acids or nucleotides, a simple iden-

tical matrix was given as input. The identical matrix was used for assigning a high
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score, considered as alignment, between pairs of the same solution and a lower score,
considered as misalignment, between pairs of different solutions, which would be the
same for all possible pairs. Furthermore, since the Needleman-Wunsch algorithm has
taken amino-acids or nucleotides as input, each cluster label was represented by a
unique amino-acid symbol. After the conversion of cluster labels to amino-acids, the
alignment was applied.

The solutions were aligned for each time-series separately, and the final alignment
was estimated by averaging the similarity matrices of all time-series. The alignment
was time-series wise and not for the complete dataset, since the changes of states of
time-points inside each time-series had to be taken into account for the similarity
estimation.

The solution with the lowest alignment scores (fig. 6.3) was Euclidean Agglodip. For
that reason, this solution was removed from further analysis. The alignment scores
for the rest of the solutions (fig. 6.3) were highly identical, which strengthened the
hypothesis of a good clustering quality. Hence, the five remaining solutions were used

for further analysis since their scores indicated clustering similarity.

6.3 Patterns of Temporal Changes

A number of patterns of temporal changes were tested on whether they could be
detected for all time-series and for all clustering solutions used. The patterns tested
were: A-B-A, A-B-B, A-B-A-A and A-A-B-A-A.

Figure 6.4 displayed the results on pattern detection for pattern A-B-A at two in-
dicative time-series. An indicative example of pattern A-B-A was the subset 7-8-9
of time-series 1 (fig. 6.4, top panel). The clustering labels of this subset for the
aforementioned approaches were: 3-4-3, 3-5-3 or 3-1-3 (fig. 6.1). The classification
labels of those time-points for the aforementioned approaches in figure 6.4 were:
1-0-1, indicating that the pattern was detected correctly. Similarly, all pattern positive

time-points for all time-series were detected correctly.
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Pattern
A-B-A:

Time-series
1:

Bray-Curtis
Agglodip

Jensen-Shannon
Agglodip

Bray-Curtis
Agglomerative

Jensen-Shannon
Agglomerative

Euclidean

Agglomerative

Voted Labels

Time-series
10:

Bray-Curtis
Agglodip

Jensen-Shannon
Agglodip

Bray-Curtis
Agglomerative

Jensen-Shannon
Agglomerative

Euclidean
Agglomerative

Voted Labels

Figure 6.4: Class label vectors assigned to time-points of two time-series for different clus-
tering approaches. Top panel: time-series 1. Bottom panel: time-series 10. X-axis (all panels):
class labels per clustering approach - dictated by pattern A-B-A. Y-axis (all panels): time-
points. The names of the clustering approaches are on the first column of each panel. The
final row in all panels corresponds to the labeling that has been derived from voting. The vot-

ing threshold is 40%. The labels for each time-point are binary values representing a pattern

910 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

1011111111111 10111111

910 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29

1111111111111 11111101

positive (0) or negative (1) time-point, where the pattern is the A-B-A.
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Pattern A-B-B

Time-series
1: 123456 7 8 91011121314151617 1819 20212223 242526272829

Bray-Curtis
Agglodip 11111111110111111111111011111

Jensen-Shannon
Agglodip 111111211011111111111101011111

Bray-Curtis
Agglomerative 17171211111 011111111111101011111

Jensen-Shannon
Agglomerative 111111211011111111111101011111

Euclidean
Agglomerative 11111111011111111111101011111

Voted Labels 11111111011111111111101011111
Time-series

10: 123456 7 8 91011121314151617 1819 2021 2223 242526272829
Bray-Curtis

Agglodip 1111111111111 0110111111101111
Jensen-Shannon

Agglodip 11111111011110111011101101011
Bray-Curtis

Agglomerative 171111111111110110111111110111

Jensen-Shannon
Agglomerative 11111111111111111111111111111

Euclidean
Agglomerative 11111111111111110111111111111

Voted Labels 11111111111110110111111101111

Figure 6.5: Class label vectors assigned to time-points of two time-series for different clus-
tering approaches. Top panel: time-series 1. Bottom panel: time-series 10. X-axis (all panels):
class labels per clustering approach - dictated by pattern A-B-B. Y-axis (all panels): time-
points. The names of the clustering approaches are on the first column of each panel. The
final row in all panels corresponds to the labeling that has been derived from voting. The
voting threshold used is 40%. The labels for each time-point are binary values representing

a pattern positive (0) or negative (1) time-point, where the pattern is the A-B-B.

Figure 6.5 displayed the results on pattern detection for pattern A-B-B at the same
time-series as figure 6.4. An indicative example of pattern A-B-B was the subset
8-9-10 of time-series 1, for all approaches except Bray-Curtis Agglodip (fig. 6.5, top
panel, second row). The clustering labels of this subset for the aforementioned ap-

proaches were: 1-3-3, 4-3-3 or 5-3-3. The classification labels of those time-points for
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the aforementioned approaches in figure 6.5 were: 1-0-1, indicating that the pattern
was detected correctly. Similarly, all pattern positive time-points for all time-series

were detected correctly.

The same experiments were performed for all time-series and for all patterns. The
voting threshold used for voting in all clustering approaches whether a pattern detec-
tion was true or not, was 0.4. The classification labels of all time-series were merged
and constituted the classification vector label y. Finally, the spikeness measure (eq.
4.1) for all examples was estimated with the absolute differences approach using both
the Jensen-Shannon (eq. 2.51) and Bray-Curtis (eq. 2.61) measures (figs. 6.6 and
6.7).

250

200 |-
150 |
100 |
50 |

o .

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Figure 6.6: Histogram of spikeness values for pattern A-B-A, estimated with the Jensen-
Shannon divergence measure. X-axis: number of examples with a spikeness value in a given
range. Y-axis: spikeness values. The blue color corresponds to the positive class. The red
color corresponds to the negative class. There is a small portion of positive examples less
than 20, overlapping with negative ones in the range 0-0.2. There is another portion of
positive examples less than 20, overlapping with negative ones in the range 0.2-0.4. Further
few negative examples overlap with positives in the range 0.55-0.65. Hence, there is impurity

between the two classes but the portion of overlapping examples is small.
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200 ——

180 |

160 |

140

120 [

100 |

Figure 6.7: Histogram of spikeness values for pattern A-B-A, estimated with the Bray-
Curtis dissimilarity measure. X-axis: number of examples with a spikeness value in a given
range. Y-axis: spikeness values. The blue color corresponds to the positive class. The red
color corresponds to the negative class. There is a small portion of positive examples less
than 20, overlapping with negative ones in the range 0-0.3. There is another portion of
positive examples less than 20, overlapping with negative ones in the range 0.3-0.6. Further
few negative examples overlap with positives in the range 0.6-0.68 and 1. Hence, there is

impurity between the two classes but the portion of overlapping examples is small.

6.4 Predictability of Temporal Changes

The detection of temporal changes resulted in 3 datasets, (X;_3,y) € D3, (X;—2,y) €
D, 5 and (X;_1,y) € D, (section 5.4), and two spikeness vectors (one for the Bray-
Curtis and one for the Jensen-Shannon measure), for each pattern separately leading
to 12 datasets in total used for experimentation. After the removal of overlapping
examples and selection of non-zero features, the number of examples and features
remaining for each dataset was:

Pattern: A-B-A

X3 : 433 examples, 268 features.

X9 : 433 examples, 251 features.

X1 : 433 examples, 272 features.

positive examples: 38
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y : 433 labels, spikeness : 433 values.
Pattern: A-B-B

X;_3 1 455 examples, 267 features.
X9 : 455 examples, 266 features.
X1 : 455 examples, 272 features.
positive examples: 64

y : 455 labels, spikeness : 455 values.
Pattern: A-A-B-A

X3 1 421 examples, 261 features.
X9 1 421 examples, 256 features.
Xi—1 ¢ 421 examples, 258 features.
positive examples: 32

y : 421 labels, spikeness : 421 values.
Pattern: A-A-B-A-A

X3 : 400 examples, 262 features.
X9 1 400 examples, 257 features.
X;—1 1 400 examples, 258 features.
positive examples: 22

y : 400 labels, spikeness : 400 values.

The estimation of spikeness for pattern A-B-B was different than the rest 3 pat-
terns. Pattern A-B-B implied that there existed a single change in state contrary to
the double change found in spikes. For that reason, spikeness was estimated as:
diversity,, where diversity, was either Jensen-Shannon or Bray-Curtis dissimilarity
between t and t-1, and time-points t-1 and t corresponded to A and the first B from
A-B-B. The rest of the patterns were estimated with the absolute differences approach
as mentioned in section 4.2.

The classification models (section 2.2) used to construct the Black-Box classifier were
the ones used in section 4.7. Three experiments were conducted, which tested the
predictability of the 4 patterns for the three datasets. At the first experiment, named
balanced predictability, rank-based predictability was applied to all datasets for all
patterns with spikeness estimated by both Jensen-Shannon and Bray-Curtis mea-
sures. The subsets selected contained initially 10 top positive and 10 bottom negative

examples and gradually increased in size until they contained K top positive and K
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bottom negative examples, were K = number of positive examples in the dataset.

At the second experiment, named imbalanced predictability, the above procedure was
repeated, with the difference that the initial subsets selected contained K top posi-
tive examples and K+1 bottom negative examples. The negative examples gradually
increased in size, 1 new bottom ranked example added at a time, until predictabil-
ity was lower than 0.7 or the total number of negative examples had been reached.
Since, the class distribution was imbalanced the problem was corrected in LOT CV
(section 2.2) with the following way: for each testing example, there existed 11 dif-
ferent under-samplings of the training data that produced balanced training sets.
Each under-sampled training set classified the testing example and produced a label-
output. The majority class label from all 11 different outputs was the one assigned to
the testing example.

At the final experiment conducted, random-based predictability was applied to a
dataset for k positive and negative examples, for multiple repetitions, and the aver-

age predictability was compared with the rank-based predictability.

6.4.1 Balanced-Predictability

Initially, the dataset D, _» was selected for testing the predictability of examples repre-
senting the feature vector at time-point t-2 for all patterns. Moreover, spikeness was
measured with the Jensen-Shannon divergence index.

Figures 6.8, 6.9, 6.10 and 6.11 indicated the rank-based predictability of the dataset
containing examples present 2 time-points before the temporal change occurrence, for
the 4 patterns and with Jensen-Shannon as a measure for estimating spikeness. For
all patterns and for all tested rankings, the predictability was higher than the 0.7
threshold value which was also used at the predictability experiments of section 4.7.
Moreover, the highest predictability found in all patterns was 1, indicating a zero
generalization error. Furthermore, in all cases the predictability of a pattern with top
K positive and bottom K negative was >= 0.7. Therefore, the results indicated that
the selection of positive examples and a number of bottom ranked examples equal to

the positive ones for training, created subsets which predicted the tested patterns.
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il F'_attern A-B-A:
0.45 Time-point t-2

20 22 24 26 28 30 32 34 36 38 40 42 44 46 45 50 52 54 56 58 60 62 64 66 68 70 72 74 76

Figure 6.8: Rank-based predictability for pattern A-B-A at time-point t-2. X-axis: number
of selected examples. Y-axis: predictability. Spikeness was estimated with the Jensen-Shannon
divergence measure. The number of selected examples composing each subset contains an
equal number of top-ranked selected examples from the positive class and bottom-ranked
selected examples from the negative class. Therefore, in the subset with 20 selected examples,
the top-ranked selected positive examples are 10 and the bottom-ranked selected negative

examples are 10. The threshold value used is 0.7.
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1,05
0,95
0.9
0,85
0.8
0,75
0.7
0,65
0,6
0,55
0.5 == Pattern A-B-B:
0.45 Time-point t-2

0,35
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Figure 6.9: Rank-based predictability for pattern A-B-B at time-point t-2. X-axis: number
of selected examples. Y-axis: predictability. Spikeness was estimated with the Jensen-Shannon
divergence measure. The number of selected examples composing each subset contains an
equal number of top-ranked selected examples from the positive class and bottom-ranked
selected examples from the negative class. Therefore, in the subset with 20 selected examples,
the top-ranked selected positive examples are 10 and the bottom-ranked selected negative

examples are 10. The threshold value used is 0.7.
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0.45
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== Pattern A-A-B-A:
Time-point -2

Figure 6.10: Rank-based predictability for pattern A-A-B-A at time-point t-2. X-axis: num-
ber of selected examples. Y-axis: predictability. Spikeness was estimated with the Jensen-
Shannon divergence measure. The number of selected examples composing each subset con-
tains an equal number of top-ranked selected examples from the positive class and bottom-
ranked selected examples from the negative class. Therefore, in the subset with 20 selected
examples, the top-ranked selected positive examples are 10 and the bottom-ranked selected

negative examples are 10. The threshold value used is 0.7.
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Figure 6.11: Rank-based predictability for pattern A-A-B-A-A at time-point t-2. X-axis:
number of selected examples. Y-axis: predictability. Spikeness was estimated with the Jensen-
Shannon divergence measure. The number of selected examples composing each subset con-
tains an equal number of top-ranked selected examples from the positive class and bottom-
ranked selected examples from the negative class. Therefore, in the subset with 20 selected
examples, the top-ranked selected positive examples are 10 and the bottom-ranked selected

negative examples are 10. The threshold value used is 0.7.

The experimentation continued with datasets D, ; and D, 3, as well as repeated
again with the Bray-Curtis measure for estimating spikeness. Since the spikeness with
Bray-Curtis had different distribution than with Jensen-Shannon (figs. 6.6, 6.7), the
ranking was different and thus predictability was different than before.

Figure 6.12 contained information regarding the rank-based predictability for pattern
A-B-B at D,_; with the Jensen-Shannon measure. Its average predictability was 0.912
and was higher in comparison to the equivalent one at D;_; with the Jensen-Shannon
measure, which was 0.781. This result strengthened the hypothesis that time-points
closer to a temporal change than others, have been expected to be better predictors
than the rest. Similar results were found for the rest of the patterns at D,_;.

Figure 6.13 contained similar information for pattern A-B-A with the Bray-Curtis

measure. Its average predictability was 0.82 and was higher in comparison to the
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equivalent one at D, , with the Jensen-Shannon measure, which was 0.79. While
the result did not indicate an optimality of the measure for estimating spikeness
(eq. 4.1) over Jensen-Shannon, it did indicate that this measure was as effective as

Jensen-Shannon in rank-based example selection.

1,05
1
0,95
=== Pattern A-B-B:
0.9 Time-point t-1
0.85
0.8

PP IR PSS E RS E S PGS PP

Figure 6.12: Rank-based predictability for pattern A-B-B at time-point t-1. X-axis: number
of selected examples. Y-axis: predictability. Spikeness was estimated with the Jensen-Shannon
divergence measure. The number of selected examples composing each subset contains an
equal number of top-ranked selected examples from the positive class and bottom-ranked
selected examples from the negative class. Therefore, in the subset with 20 selected examples,
the top-ranked selected positive examples are 10 and the bottom-ranked selected negative

examples are 10. The threshold value used is 0.7.
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Figure 6.13: Rank-based predictability for pattern A-B-A at time-point t-2. X-axis: number
of selected examples. Y-axis: predictability. Spikeness was estimated with the Bray-Curtis
dissimilarity measure. The number of selected examples composing each subset contains an
equal number of top-ranked selected examples from the positive class and bottom-ranked
selected examples from the negative class. Therefore, in the subset with 20 selected examples,
the top-ranked selected positive examples are 10 and the bottom-ranked selected negative

examples are 10. The threshold value used is 0.7.

As far as coverage of the aforementioned datasets was concerned, the results were
summarized in tables 6.1 and 6.2. Note that positive coverage is equal to 1 in almost

all cases.

Table 6.1: Total Coverage for all datasets per pattern (Jensen-Shannon). X-axis: tested

pattern. Y-axis: feature vectors per time-point.

Dataset/Pattern | ABA | ABB | AABA | AABAA
Dy 4 0.17 | 0.16 | 0.18 0.19
Dy o 0.17 | 0.16 | 0.18 0.19
D;_3 0.09 | 0.16 | 0.18 0.19
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Table 6.2: Positive Coverage for all datasets per pattern (Jensen-Shannon). X-axis:

tested pattern. Y-axis: feature vectors per time-point.

Dataset/Pattern || ABA | ABB | AABA | AABAA
Dy 1 1 1 1
D, o 1 1 1 1
D,_5 0.52 |1 1 1

6.4.2 Imbalanced Predictability

The imbalanced predictability was tested for all patterns at D;_». The imbalanced
subsets were classified as clarified in the beginning of that section. For each subset,
the results from balanced and imbalanced predictability were gathered together, and
the subsets were presented in an ascending order. Furthermore, the f-measure was
used to estimate the classification performance of the black-box classifier models, since
the accuracy measure is not suitable for imbalanced datasets.

According to the predictability results in figures 6.14, 6.15, 6.16 and 6.17, the
number of selected bottom negative examples has been extended for all patterns in
greater numbers than the positive ones. The four tested patterns were predictable for
a number of subsets constructed with the extended bottom negative examples and
all positive examples. For all predictable patterns, the maximum number of negative
examples was greater than the positives. While the total coverage was not large, it

indicated the borders between the gray-zone and the top and bottom examples (sec.
4.3).
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Figure 6.14: Rank-based imbalanced predictability for pattern A-B-A at time-point t-2. X-
axis: number of selected examples. Y-axis: predictability. Spikeness was estimated with the
Jensen-Shannon dissimilarity measure. The number of selected examples composing each
subset contains an equal number of top-ranked selected examples from the positive class
and bottom-ranked selected examples from the negative class until number 72. Afterwards,
since the maximum number of positive examples (38) has been reached, the subsets selected
contain 38 positive examples and n-38 negative examples, where n is the size of the subset.

The threshold value used is 0.7.
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Figure 6.15: Rank-based imbalanced predictability for pattern A-B-B at time-point t-2. X-
axis: number of selected examples. Y-axis: predictability. Spikeness was estimated with the
Jensen-Shannon dissimilarity measure. The number of selected examples composing each
subset contains an equal number of top-ranked selected examples from the positive class
and bottom-ranked selected examples from the negative class until number 124. Afterwards,
since the maximum number of positive examples (62) has been reached, the subsets selected
contain 62 positive examples and n-62 negative examples, where n is the size of the subset.

The threshold value used is 0.7.
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Figure 6.16: Rank-based imbalanced predictability for pattern A-A-B-A at time-point t-2.
X-axis: number of selected examples. Y-axis: predictability. Spikeness was estimated with
the Jensen-Shannon dissimilarity measure. The number of selected examples composing each
subset contains an equal number of top-ranked selected examples from the positive class
and bottom-ranked selected examples from the negative class until number 66. Afterwards,
since the maximum number of positive examples (33) has been reached, the subsets selected
contain 33 positive examples and n-33 negative examples, where n is the size of the subset.

The threshold value used is 0.7.
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Figure 6.17: Rank-based imbalanced predictability for pattern A-A-B-A-A at time-point t-
2. X-axis: number of selected examples. Y-axis: predictability. Spikeness was estimated with
the Jensen-Shannon dissimilarity measure. The number of selected examples composing each
subset contains an equal number of top-ranked selected examples from the positive class
and bottom-ranked selected examples from the negative class, until number 44. Afterwards,
since the maximum number of positive examples (22) has been reached, the subsets selected
contain 22 positive examples and n-22 negative examples, where n is the size of the subset.

The threshold value used is 0.7.

6.4.3 Rank-Based vs Random-Based Predictability

The random-based predictability procedure was repeated 10 times, and the mean,

standard deviation, minimum and maximum values of all outputs were estimated.
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Figure 6.18: Random-based predictability for pattern A-B-A at time-point t-2 with 40 se-
lected examples. X-axis: under-sampling repetitions. Y-axis: predictability. The number of
selected examples composing the subset contains an equal number of the positive and nega-
tive class, hence 20 positive and 20 negative examples. The positive and negative examples

were selected randomly from the dataset.

Figure 6.18 included the results of random-based predictability at time-point t-2, for
pattern A-B-A with 20 randomly selected positive and 20 randomly selected negative
examples, repeated 10 times. The results indicated predictability values with: mean =
0.735, standard deviation = 0.109, minimum value = 0.6, maximum value = 1. Despite
the mean being bellow 0.79, which was the equivalent predictability of the rank-based
approach, the maximum value exceeded it. This could be contributed to the fact that
while 40 examples were selected, the rank-based predictability experiments for A-
B-A (fig. 6.8) produced predictable subsets with maximum size = 76. Therefore,
in case that the top 20 positive and bottom 20 negative examples were not selected,
there were still 18 top positive and 18 bottom negative examples which, if randomly

included in the subset, could produce high predictability values.
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6.5 Discussion

The rank-based predictability of pattern ABA at time-point t-3 indicated a maxi-
mum predictable subset of both 20 top positive and 20 bottom negative examples
for Jensen-Shannon and 22 top positive and 22 bottom negative examples for Bray-
Curtis. Therefore, positive coverage in the first case was 52% and in the second case
57%. For the rest of the patterns in time-point t-3 and for all patterns in time-points
t-2 and t-1 with both dissimilarity measures, which accounted for 22 cases in total, the
positive coverage was 100% (table 6.2). Hence, the coverage for the positive examples
was complete in almost all cases which indicated that the spikeness distribution of
positive examples was differentiated than the bottom negative ones with size equal
to the positives (indicative examples in figures 6.6 and 6.7).

Moreover, the results of rank-based predictability for pattern ABA with 40 selected ex-
amples (fig. 6.8) were reasonable when compared to the equivalent ones of random-
based predictability (fig. 6.18). As shown in subsection 6.4.3, the existence of highly
predictable random subsets could be accounted to the complete coverage of positive
examples for most of the cases, as shown in the above paragraph. Moreover, the
average random predictability did not exceed in any experiment the equivalent rank-
based one (sub. 6.4.3), which indicated the superiority of selecting subsets based on
spikeness, in terms of predictability.

The predictability per time-point for all patterns indicated that D, _; had higher val-
ues (indicative example in fig. 6.12), which could be interpreted as: predictors closer
to a temporal change have been more accurate than the rest.

The comparison between the two dissimilarity measures used in terms of predictabil-
ity indicated that the predictability of patterns for all time-points was quite similar
between the Bray-Curtis and Jensen-Shannon approach for estimating spikeness (in-
dicative example in fig. 6.13). Therefore, Bray-Curtis as a measure for estimating
spikeness was proved to be as effective as Jensen-Shannon in terms of rank-based
example selection.

Finally, the total coverage was not high (table 6.1). However, in all cases negative
coverage was higher than positive coverage which indicated that there existed a de-
cent percentage of negative examples which were differentiated from the positive ones

in black-box classification.
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CHAPTER 7

ConNncLusiON AND FuTure WORK

7.1 Conclusion

7.2 Future Work

7.1 Conclusion

This research investigated the predictability of temporal changes between various
states in a longitudinal dataset composed of vaginal microbiome data. Initially, the
analysis focused on the prediction of double changes in microbial composition, which
were named as spikes. A hypothesis associating the spikes with fluctuations in the
beta diversity of the time-points was made. According to that hypothesis, time-points
present 1-3 time-points before a spike positive or negative one, were labeled as posi-
tive or negative. With regards to the temporal distance between a labeled time-point
and a spike positive or negative one, datasets were constructed with the two categories
and were classified with various classification models. The classification performance
per dataset was associated with the predictability of the spike.

The classification results for all datasets were close to 0.7. To test for better results, sub-
sets of the datasets with classification performance greater than the complete dataset
were examined. A continuous measure describing the amount of change in compo-
sition between consecutive time-points, named spikeness was estimated for all time-
points. The examples of each dataset were ranked based on spikeness and subsets

based on the ranking were constructed. This procedure was named as rank-based
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selection. Moreover, a new measure was used for quantifying the predictability of
the various datasets and their subsets. Hence, predictability was defined as the gen-
eralization performance of an optimal classification system applied on a dataset and
tested with a given measure. A dataset was considered predictable if its predictability
exceeded a user-specified threshold. The optimal classification system was the black-
box classifier, at which a given dataset was classified by a set of various classification
models and external model parameters, wherein the classification results were derived
from the best performing model. Finally, gradually increasing subsets of the dataset
based on the top ranked positive and bottom ranked negative examples were tested
on their predictability until the subsets contained K top ranked positive and K bot-
tom ranked negative examples, were K was equal to the number of positive examples.
This methodology was named as rank-based predictability and was compared with
the predictability of randomly selected subsets. The results were satisfactory, since
rank-based predictability indicated the existence of subsets with higher predictability
than the complete dataset and higher or equal predictability to randomly selected
ones.

Furthermore, the detection of spikes based on the beta diversity hypothesis was prone
to errors. Moreover, according to this hypothesis, manually included thresholds were
used to label the examples in the two categories. To automate the approach, a new
way of detecting temporal changes was used. Instead of threshold values, the feature
vectors at all time-points were discretized and represented by a symbolic value called
state. The discretization was applied through clustering and thus the states were the
clustering labels. Patterns of temporal changes in state like the spike, were detected
with the use of a symbolic representation. The detection of the temporal patterns indi-
cated a number of time-points as pattern positive or pattern negative. Feature vectors
at time-points preceding the pattern positive/negative examples by 1-3 time-points
were labeled as positive or negative ones and a number of datasets was constructed
again based on the time-point distance from the pattern positive/negative one. The
rank-based predictability approach was applied to the datasets, with various dissim-
ilarity measures estimating spikeness which was used for ranking. The predictability
results were compared with the random-based ones and exceeded their average pre-
dictability indicating that the rank-based predictability approach was superior to the
random-based approach. Rank-based predictability was tested for a number of dif-

ferent temporal patterns, for a big number of subsets, different time-points preceding
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the changes and different ways of measuring spikeness. The conclusion made from
the analysis was that the tested patterns were predictable for subsets having a high

coverage of the positive examples.

7.2 Future Work

As far as future work is concerned, the most important work could be the appli-
cation of the algorithm for detecting predictable changes in other real time-series
or longitudinal datasets. Even without pre-processing, the dataset used contained
937 time-points and thus its size was small in comparison to other available time-
series datasets. Therefore, it has been of major interest to test the algorithm on larger
datasets, as well as datasets of different origin like macro-economic time-series.
Another future work could be the inclusion of more classifiers to the black-box for
a more optimal generalization performance. Since the black-box classifier utilized the
most optimal classifier at a time, additional classifiers could increase the probability
of improved classification accuracy. An example of alternative classification models
for testing would be Bayesian Networks. As mentioned in [33], Multi-level Temporal
Bayesian Networks have been useful in analyzing hierarchical health care data and
thus could be applied to longitudinal or time-series data. However, statistical machine
learning models have worked optimally with large datasets, and thus larger dataset
than the one used in this analysis would be preferred.

The algorithm for detecting predictable temporal changes was based on discretizing
the data on states. Discretization was prone to errors since it was based on a major-
ity voting of clustering approaches, for whom the clustering performance optimality
could not be certain. A different approach would be the detection of temporal changes
based on continuous instead of discrete values. Instead of clustering the data, each
time-point could be represented by its dissimilarity in composition with the previous
one, as used in the analysis for estimating spikeness and for the beta diversity spike
hypothesis. Since all time-points could be represented by a continuous value, then
the ranking could be performed without class labels: the top k and bottom k exam-
ples would be chosen based on spikeness or another dissimilarity value, where k is
user defined, and they would constitute the positive and negative category applied to

rank-based predictability. Hence, instead of being pre-defined based on discretization,
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class labeling would be performed for each rank-based selected subset separately. The
advantage of this approach is that it is not affected by clustering errors and is based
on direct dissimilarity between two consecutive time-points.

Another future work reference would be the implementation of feature selection to
the rank-based predictability approach. After the predictability of each selected subset
of the dataset has been estimated, a feature selection algorithm would be applied for
selecting the most important features of the subset that were responsible for the re-
sult. The information of feature importance would be valuable in fields like Biology.
By taking as an example the relative abundances of bacteria used in this thesis, the
discovery of the most important bacteria in predictable subsets could lead the biol-
ogists into discovering important properties of those bacteria or searching for useful
existing information.

Moreover, there is further work to be made with regards to prediction of temporal
changes. The feature vectors used for estimating predictability of temporal changes
belonged to time-points t-1, t-2 and t-3 before the pattern positive/negative time-point
t. Earlier time-points like t-4, t-5 and t-6 could be included in the analysis in order
to comprehend how backwards in time can feature vectors be selected for estimating
predictability.

Furthermore, the datasets used in the analysis contained a positive and a negative
category. The negative category was the category of examples for whom the pattern
for search was not detected. However, despite the fact the the negative examples did
not correspond to the searched pattern, they could correspond to another pattern of
temporal change. Examples such as the aforementioned are indicative of temporal
changes in state. There are two possible approaches for utilizing such examples in
the analysis. The first approach, would be the estimation of predictability through a
multi-class classification in which each pattern detected in the analysis would consti-
tute a class/category. The examples which did not correspond to a pattern would be
included in a negative class. A second approach, would be to include the examples
corresponding to all detected patterns to a positive category. In this case, predictabil-
ity would be estimated through a two-class classification in which the number of
positive examples would be greater than in the current approach.

Finally, more clustering approaches could be applied to the discretization phase of
detecting predictable temporal changes. Hierarchical clustering methods would still

be preferred, since the number of clusters is not user defined. A divisive hierarchical
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clustering method could be applied, with number of clusters decided based on an eval-
uation measure like Silhouette (section 2.3). Furthermore, the dip-means algorithm
could be applied, since it utilizes the dip-dist criterion like the agglodip algorithm
(section 2.3), and its performance on clustering was superior when compared with

various clustering methods [23].
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