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The evaluation of routing protocols for opportunistic networks is a multidimensional
problem. Several performance metrics are used for their evaluation, such as the num-
ber of packets that they delivered, their delivery delay, and the number of transmis-
sions that they performed. These metrics are often highly correlated and they are
usually conflicting. Furthermore, the characteristics of the underlying network affect
the importance of each metric as well as the levels of correlation between metrics.
In this work, we first propose a set of normalized performance metrics that evaluate

each routing protocol with respect to the optimal performance, tackling several short-
comings of the traditional performance metrics. We then formulate the evaluation of
routing protocols for opportunistic networks as a Multiple-Criteria Decision-Making
(MCDM) problem, where each routing protocol is an alternative and the performance
metrics correspond to a set of criteria. We propose the VIC weighting method to deter-
mine the importance of each performance metric, by relying on its variability and the
amount of dependence that it has in relation to the other performance metrics. The
VIC method can be used for the assignment of objective weights in any MCDM prob-
lem. Finally, we develop an evaluation framework that ranks opportunistic routing
protocols based on their performance.
We present detailed simulation results of well-known routing protocols in oppor-

tunistic networks of varying scale, which we rank according to the proposed frame-
work. In conclusion, no algorithm was able to achieve the best performance in all or
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most of the networks that we studied. This fact demonstrates the difficulty of routing
in these networks.
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Ε Π

Δημήτριος-Γεώργιος Ακεστορίδης, Μ.Δ.Ε. στην Πληροφορική, Τμήμα Μηχανικών
Η/Υ και Πληροφορικής, Πανεπιστήμιο Ιωαννίνων, Φεβρουάριος 2016.
Αξιολόγηση Πρωτοκόλλων Δρομολόγησης για Οπορτουνιστικά Δίκτυα με Μεθόδους
Λήψης Αποφάσεων Πολλαπλών Κριτηρίων.
Επιβλέπων: Ευάγγελος Παπαπέτρου, Επίκουρος Καθηγητής.

Η αξιολόγηση των πρωτοκόλλων δρομολόγησης για οπορτουνιστικά δίκτυα είναι
ένα πολυδιάστατο πρόβλημα. Για την αξιολόγηση αυτή χρησιμοποιείται ένα σύνολο
από μετρικές, καθεμία από τις οποίες αξιολογεί τον αλγόριθμο σε μία διαφορετική
διάσταση. Για παράδειγμα, μπορούμε να αξιολογήσουμε την ικανότητα του αλγο-
ρίθμου να παραδίδει πακέτα, τον χρόνο που χρειάζεται, αλλά και το κόστος που
δαπανά. Οι μετρικές αυτές συχνά παρουσιάζουν σημαντικό βαθμό συσχέτισης και
συνήθως είναι αντικρουόμενες. Πολύ περισσότερο, τα χαρακτηριστικά του δικτύου
στο οποίο πραγματοποιείται η αξιολόγηση επηρεάζουν τόσο τη σημαντικότητα της
κάθε μετρικής, όσο και τα επίπεδα συσχέτισης των μετρικών μεταξύ τους.
Στην παρούσα εργασία, αρχικά προτείνουμε ένα σύνολο κανονικοποιημένων με-

τρικών επίδοσης, οι οποίες αξιολογούν τo κάθε πρωτόκολλο δρομολόγησης σε σχέση
με τη βέλτιστη επίδοση που μπορεί να επιτευχθεί. Η στρατηγική αυτή αντιμετωπίζει
μία σειρά από μειονεκτήματα που συνοδεύουν τις παραδοσιακές μετρικές επίδο-
σης. Στη συνέχεια, διατυπώνουμε την αξιολόγηση των πρωτοκόλλων δρομολόγησης
για οπορτουνιστικά δίκτυα ως ένα πρόβλημα λήψης αποφάσεων πολλαπλών κρι-
τηρίων. Στη θεώρηση αυτή κάθε πρωτόκολλο δρομολόγησης είναι μία εναλλακτική
λύση που αξιολογείται ως προς ένα σύνολο κριτηρίων, όπου το κάθε κριτήριο αντι-
στοιχεί σε μία μετρική επίδοσης. Προτείνουμε τη μέθοδο VIC για τον καθορισμό
της σημαντικότητας της κάθε μετρικής. Η σημαντικότητα αυτή καθορίζεται από τη
μεταβλητότητα της μετρικής και τον βαθμό εξάρτησής της από τις άλλες μετρικές.
Η μέθοδος VIC μπορεί να χρησιμοποιηθεί για την ανάθεση αντικειμενικών βαρών σε
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οποιοδήποτε πρόβλημα λήψης αποφάσεων πολλαπλών κριτηρίων. Τέλος, αναπτύσ-
σουμε ένα πλαίσιο αξιολόγησης που έχει τη δυνατότητα κατάταξης της επίδοσης
των οπορτουνιστικών πρωτοκόλλων δρομολόγησης.
Παρουσιάζουμε λεπτομερή αποτελέσματα προσομοιώσεων για ευρέως γνωστά

πρωτόκολλα δρομολόγησης σε διαφορετικά οπορτουνιστικά δίκτυα, τα οποία κατα-
τάσσουμε σύμφωνα με το προτεινόμενο πλαίσιο. Εν κατακλείδι, κανένας αλγόριθμος
δεν κατάφερε να επιτύχει την καλύτερη επίδοση σε όλα ή στα περισσότερα δίκτυα
που μελετήσαμε. Το γεγονός αυτό καταδεικνύει τη δυσκολία του προβλήματος της
δρομολόγησης σε αυτά τα δίκτυα.
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C 1

I

1.1 Opportunistic Networking

1.2 Scope of the Thesis

1.3 Overview of the Thesis

1.1 Opportunistic Networking

The increasing popularity of mobile devices with wireless communication capabilities
enables the development of novel applications and services, where these devices can
exchange messages in an ad hoc manner instead of relying exclusively on existing
infrastructure [1, 2]. Whenever two devices are within communication range, i.e.
whenever they are in contact, they have an opportunity to exchange data directly
with each other [3]. An opportunistic network can be formed by a set of mobile devices
that may serve as routers for others, enabling multi-hop communications in highly
dynamic and sparse network topologies by exploiting such contacts [4]. Since these
devices are often carried by people, opportunistic networks exhibit heterogeneous
contact rates and unpredictable node mobility [5]. Furthermore, due to the frequent
and long-lasting disconnections, routing protocols for opportunistic networks follow
the store-carry-and-forward paradigm in order to achieve data delivery [6].
In Fig. 1.1 we show a series of snapshots from an opportunistic network in order

to illustrate how routing protocols cope with intermittent connectivity to successfully
deliver a message. Suppose that in the first snapshot, node S generates a message
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Figure 1.1: A series of snapshots from an opportunistic network for the illustration
of the store-carry-and-forward paradigm.

destined for node D. Since there is not any node within its communication range,
node S carries the message that it generated and waits for an opportunity to arise.
In the second snapshot, node S comes in contact with node R1. Then, based on
the underlying routing protocol, node S decides to forward its message to node R1.
Similarly, in the third snapshot node R1 forwards the message to node R3, while
in the fourth snapshot, node R3 encounters node D and delivers the message that
node S generated. By following the store-carry-and-forward paradigm, we were able
to successfully transfer a message from the source node S to the destination node D

through a series of relay nodes, even though there was no contemporary end-to-end
path at any given time.
Most of the routing protocols that have been proposed for opportunistic networks

make their routing decisions on a contact basis. Several approaches are used in order
to determine whether a packet should be forwarded to an encountered node or not.
Furthermore, some routing protocols maintain only a single copy of each packet in the
network, while other routing protocols may replicate each packet either a limited or
an unlimited number of times. The performance of each routing protocol is usually
evaluated based on three metrics: (a) the number of packets that it was able to
deliver, (b) the delivery delay of the delivered packets, and (c) the number of packet
transmissions that it performed. However, these performance metrics are often highly
correlated. For example, a routing protocol that aims to deliver many packets with
low delivery delay is expected to have an increased number of transmissions. On the
other hand, a routing protocol that performs less transmissions may delay or even fail
the delivery of some packets. Thus, most routing protocols try to achieve a balance

2



between these conflicting performance metrics by utilizing the limited information
that is available.

1.2 Scope of the Thesis

In this work, we formulate the evaluation of opportunistic routing protocols as a
Multiple-Criteria Decision-Making (MCDM) problem. MCDM methods are often used
for problems that require the evaluation of a set of alternatives in terms of a set of
usually conflicting criteria. We can consider each routing protocol as an alternative
and the performance metrics as a set of criteria. However, the traditional performance
metrics have several shortcomings that make them not suitable to be considered as
criteria of a MCDM problem. For example, a routing protocol that delivers only a
small number of packets with low delivery delay may have a lower average delay
than a routing protocol that delivered the same packets with equal delivery delay,
but it also delivered other packets that required longer delays. Furthermore, the
characteristics of the underlying network affect the amount of variation in the values
of the performance metrics, as well as their levels of correlation, which should be
taken into account to determine the importance of each performance metric. The
main contributions of this thesis can be summarized as follows:

• We define a set of normalized performance metrics that evaluate the performance
of each routing protocol with respect to the optimal performance.

• We propose a weighting method that relies on the variability and interdepen-
dences of criteria in order to determine their relative importance, which can be
applied to any MCDM problem for the assignment of objective weights.

• We develop a framework for the evaluation of routing protocols for opportunistic
networks, which utilizes MCDM methods in order to provide a ranking of the
routing protocols.

• We analyze the performance of a wide range of opportunistic routing protocols
on datasets of varying scale and structure, illustrating how different routing
approaches perform under different network characteristics.

3



1.3 Overview of the Thesis

The rest of the thesis is organized as follows. In Chapter 2 we provide the background
required for this thesis. In Chapter 3 we propose a framework for the evaluation of
routing protocols for opportunistic networks. In Chapter 4 we evaluate the perfor-
mance of several well-known routing protocol on four datasets with the proposed
framework. Finally, in Chapter 5 we discuss the results of our research and summa-
rize the basic conclusions.
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C 2

B

2.1 Routing in Opportunistic Networks

2.2 Performance Evaluation of Opportunistic Routing Protocols

2.3 Multiple-Criteria Decision-Making

2.1 Routing in Opportunistic Networks

One of the main challenges in the design of opportunistic routing protocols is how
to determine if a packet should be forwarded to an encountered node, with the
two extremes being Epidemic Routing [7] and Direct Delivery [8]. According to the
Epidemic Routing protocol, each node maintains a summary vector that describes the
packets that it carries. Whenever two nodes meet they initiate an anti-entropy session,
where they exchange their summary vectors and each node requests copies of the
unknown packets that the other node carries. Therefore, Epidemic Routing forwards
to every encountered node a replica of each packet that it does not carry, essentially
flooding the network. On the other hand, Direct Delivery does not utilize any relay
node, with the source node of a packet always waiting to encounter the destination
node in order to deliver it. If there are no resource constraints, Epidemic Routing
will deliver every packet that can be delivered with the minimum delivery delay and
Direct Delivery will produce the least routing overhead. However, Epidemic Routing
performs an excessive number of transmissions, while Direct Delivery often results
in long delivery delays. Most of the routing protocols that have been proposed for

5



opportunistic networks try to achieve a balance between these two extremes.
Utility metrics are often used in order to determine how suitable an encountered

node is to carry a certain packet. For example, between two encountered nodes, we
can consider as the most suitable carrier of a packet to be the node that met its
destination most recently [9]. A utility metric can be classified as either destination-
independent or destination-dependent. For instance, the total number of contacts that
a node had with every node in the network is a destination-independent utility met-
ric, while the total number of contacts that a node had with a specific destination node
is a destination-dependent utility metric [10]. Another destination-dependent utility
metric, which is used by PRoPHET [11, 12, 13], relies on the history of previous
encounters and the transitive property. More specifically, even though an encoun-
tered node may have never come in contact with the destination node, it can still be
considered a suitable carrier if it frequently comes in contact with nodes that often
encounter the destination node. Numerous utility metrics have been proposed in the
literature to determine suitable carriers for a packet so that it will eventually reach
its destination [14, 15].
Another challenge that arises in the design of an opportunistic routing protocol is

whether it should follow a single-copy approach [16] or a multi-copy approach [17].
When a node forwards a packet to an encountered node, single-copy routing protocols
will delete the packet from the previous carrier, thus each packet is unique in the
network. On the contrary, multi-copy routing protocols do not delete the packet from
the previous carrier, essentially replicating the original packet. By spreading multiple
copies of a packet to multiple nodes in the network, multi-copy routing protocols
are more likely to find a faster delivery path than single-copy routing protocols.
Basically, Epidemic Routing is a multi-copy routing protocol that replicates a packet
upon every encounter with a node that does not already carry a replica. By relying
on a utility metric to determine when to replicate a packet to an encountered node,
we can reduce the routing overhead of Epidemic Routing drastically. However, the
routing overhead of a Compare and Replicate approach is significantly higher than
that of a Compare and Forward approach, even though the latter approach may
sometimes loop a packet among a set of nodes.
Several routing protocols have been proposed that bound the number of times that

each packet can be replicated to a value L in order to reduce the routing overhead.
When a source node generates a packet, it initially has L copies of that packet that

6



may eventually reach L distinct relay nodes. Spray and Wait [18] is a routing protocol
that consists of two phases: the spray phase and the wait phase. In the spray phase, a
fraction of the remaining copies are distributed upon contact. According to the binary
spraying method, half of the remaining copies are handed over to every encountered
node that does not have any copy of the packet. When a node is left with a single
copy of a packet, it switches to the wait phase, where it waits to meet the destination
in order to deliver it, just like Direct Delivery would do. Spray and Focus [19] was
later proposed, which replaces the wait phase with a focus phase, where the nodes
that are left with only one copy of a packet may forward it to an encountered node,
just like a single-copy utility-based routing protocol would do. More specifically, in
the spray phase it follows the binary spraying method, while in the focus phase it
forwards the packet only if it encounters a node that encountered the destination more
recently than the current carrier. Furthermore, Last-Seen-First (LSF) Spraying [20]
is a utility-based spraying method that aims to distribute the L copies of a packet
to a more useful set of relay nodes. According to this method, an encountered node
will receive half of the remaining copies of a packet only if its last contact with its
destination was more recent than that of the current carrier of the copies.
EBR [21] is another multi-copy routing protocol that limits the maximum number

of replicas of each packet. However, EBR relies on a utility metric in order to de-
termine how many replicas should be forwarded upon encounter. In particular, the
utility value of each node corresponds to an exponentially weighted moving average
of its number of encounters. So, when two nodes meet, the fraction of the remaining
copies that the encountered node will receive depends on the utility values of the two
nodes. Therefore, the encountered node will receive more replicas than a node with
a significantly lower utility value would. Similarly, SimBetTS [22] relies on social
network analysis metrics in order to determine when an encountered node should
receive one or more replicas of a packet. More specifically, SimBetTS combines several
destination-dependent utility metrics with a destination-independent utility metric to
calculate an overall utility value. In the case that there is only one replica of a packet,
SimBetTS operates as a single-copy routing protocol.
A different approach towards reducing the routing overhead of multi-copy routing

protocols was introduced by Delegation Forwarding [23]. Unlike the simple Compare
and Replicate approach, where each node replicates a packet when it encounters a
node with a higher utility value, Delegation Forwarding takes into account the utility
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values that each node has observed for a packet so far. The main idea is to create
a small number of replicas only for the nodes with the highest utility values. More
specifically, a node will replicate a packet only when it encounters another node
whose utility value is greater than the highest utility value that has been observed for
that packet so far. COORD [24] builds upon this concept to further reduce redundant
replications. In particular, COORD enables the nodes to exchange their observations
and coordinate their replication decisions. Finally, it should be noted that while most
of the aforementioned multi-copy routing protocols must define the maximum num-
ber of replicas for each packet in the network, Delegation Forwarding and COORD
only have to choose which utility metric should be used.

2.2 Performance Evaluation of Opportunistic Routing Protocols

While in traditional networks the routing objective may be easily expressed by a
simple metric, in opportunistic networks it is more difficult to determine what the
objective of a routing protocol should be [25]. A first approach to determine a routing
objective for opportunistic networks could be the maximization of the number of
packets that are successfully delivered. However, due to the unpredictable nature
of opportunistic networks, a routing protocol may require an excessive number of
additional transmissions in order to be able to deliver more packets. Another approach
that would aim to minimize the routing overhead could result in a low fraction
of successfully delivered packets as well as high delivery delays. It should also be
noted that, while applications in opportunistic networks may be delay-tolerant, the
minimization of end-to-end delay is often desired.
Traditionally, the most commonly used performance metrics for the evaluation of

routing protocols in opportunistic networks are the following:

• Delivery Ratio: The total number of successfully delivered packets divided by the
number of generated packets.

• Average Delay: The sum of all delivery delays divided by the number of delivered
packets.

• Overhead Ratio: The total number of packet transmissions normalized to the
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number of generated packets.1

Another performance metric which is often omitted from the evaluation results of
some studies, even though it can provide valuable information for the performance
of a routing protocol, is the Average Number of Hops [26]. Similar performance metrics
have also been widely used for the evaluation of routing protocols in mobile ad
hoc networks (MANETs) [27, 28]. All of the above performance metrics should be
taken into account for the performance analysis of routing protocols. Furthermore,
the characteristics of the underlying network should also be taken into consideration,
such as its connectivity patterns and node mobility [14].

2.3 Multiple-Criteria Decision-Making

Since the evaluation of opportunistic routing protocols is a multidimensional problem,
we could formulate it as a Multiple-Criteria Decision-Making (MCDM) problem. Each
routing protocol could be considered as an alternative and the performance metrics
could correspond to a set of criteria. In this section we review some concepts that are
necessary for the development of our framework for the evaluation of opportunistic
routing protocols.

2.3.1 Basic Concepts

Suppose that we have a multiple-criteria evaluation problem with n alternatives that
have been evaluated using m criteria. This can be easily expressed in a decision matrix
of the following format:

X =



c1 c2 · · · cm
a1 x1,1 x1,2 · · · x1,m

a2 x2,1 x2,2 · · · x2,m

... ... ... . . . ...
an xn,1 xn,2 · · · xn,m

 , (2.1)

where xi,j corresponds to the performance value of the alternative ai with respect to
the criterion cj for i = 1, . . . , n and j = 1, . . . ,m. We refer to the criteria that have a

1In some studies, the routing overhead may be quantified by the number of transmissions per
delivered packet.
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positive impact as benefit criteria, such as a quality index, which we aim to maximize.
On the other hand, we aim to minimize criteria that have a negative impact, such as a
damage index, which we refer to as cost criteria. However, it is necessary to normalize
the decision matrix in order to eliminate any units of measurement, since the criteria
could be expressed in different measurement units. Here we present some of the most
common normalization methods:

zi,j =


xi,j

xmax
j

, i = 1, . . . , n , j ∈ Jb ,

xmin
j

xi,j

, i = 1, . . . , n , j ∈ Jc ,

(2.2)

zi,j =
xi,j

n∑
k=1

xk,j

, i = 1, . . . , n , j = 1, . . . ,m , (2.3)

zi,j =



xi,j − xmin
j

xmax
j − xmin

j

, i = 1, . . . , n , j ∈ Jb ,

xmax
j − xi,j

xmax
j − xmin

j

, i = 1, . . . , n , j ∈ Jc ,

(2.4)

zi,j =
xi,j√
n∑

k=1

x2
k,j

, i = 1, . . . , n , j = 1, . . . ,m , (2.5)

where xmax
j = max{xi,j | i = 1, . . . , n } and xmin

j = min{xi,j | i = 1, . . . , n }, while Jb

and Jc are the index sets of the benefit and cost criteria respectively. After selecting a
normalization method, we can construct the normalized decision matrix as follows:

Z =



c1 c2 · · · cm
a1 z1,1 z1,2 · · · z1,m

a2 z2,1 z2,2 · · · z2,m
... ... ... . . . ...
an zn,1 zn,2 · · · zn,m

 . (2.6)

Furthermore, in order to be able to have criteria of different importance, we in-
troduce a weight vector w = (w1 w2 . . . wm), where

∑m
j=1wj = 1 and wj ≥ 0 for

j = 1, . . . ,m. Thus, wj corresponds to the relative importance of the jth criterion.
In Section 2.3.2 we review decision-making methods that produce a ranking of the
alternatives, while in Section 2.3.3 we review weighting methods that assign values
to the weight vector.
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2.3.2 Decision-Making Methods

Given a decision matrix and a weight vector, several decision-making methods have
been proposed in order to provide an overall score of each alternative [29, 30]. In this
section we briefly review some of the most commonly used decision-making methods.
The simplest and probably the most widely used method is the Simple Additive
Weighting (SAW), which is also known as the Weighted Sum Model (WSM) [31].
According to the SAW method, the overall score of each alternative ai is determined
by the following formula:

SAW (ai) =
m∑
j=1

wjzi,j , i = 1, . . . , n . (2.7)

It should be noted that this method is applicable only when all the performance
values are expressed in the same measurement unit. Another similar decision-making
method is the Multiplicative Exponential Weighting (MEW), which is also known as
the Weighted Product Model (WPM) [32, 33]. Their main difference is that instead
of addition, MEW relies on multiplication. More specifically, the overall score of each
alternative ai with the MEW method is given by:

MEW (ai) =
m∏
j=1

(zi,j)
wj , i = 1, . . . , n . (2.8)

If we assume that all the criteria are benefit criteria, then the best alternative is the
one that yields the highest overall score.
A different approach is followed by the Technique for Order of Preference by

Similarity to Ideal Solution (TOPSIS) [34, 35]. The basic idea of this method is that
the best alternative is the closest to the positive ideal solution and the farthest to
the negative ideal solution. After normalizing the performance values, it constructs a
weighted normalized decision matrix as follows:

T =



c1 c2 · · · cm
a1 t1,1 t1,2 · · · t1,m

a2 t2,1 t2,2 · · · t2,m
... ... ... . . . ...
an tn,1 tn,2 · · · tn,m

 , (2.9)

where ti,j = wjzi,j for i = 1, . . . , n and j = 1, . . . ,m. The positive ideal solution
a+ =

(
t+1 t+2 . . . t+m

)
consists of the maximum values of all the benefit criteria and the
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minimum values of all the cost criteria, where

t+j =


max{ ti,j | i = 1, . . . , n } , j ∈ Jb ,

min{ ti,j | i = 1, . . . , n } , j ∈ Jc .

(2.10)

Similarly, the negative ideal solution a− =
(
t−1 t−2 . . . t−m

)
consists of the minimum

values of all the benefit criteria and the maximum values of all the cost criteria,
where

t−j =


min{ ti,j | i = 1, . . . , n } , j ∈ Jb ,

max{ ti,j | i = 1, . . . , n } , j ∈ Jc .

(2.11)

Then, it calculates the Euclidean distance between the alternative ai and the positive
ideal solution a+ as

d+i =

√√√√ m∑
j=1

(
t+j − ti,j

)2
, i = 1, . . . , n (2.12)

and the Euclidean distance between the alternative ai and the negative ideal solution
a− as

d−i =

√√√√ m∑
j=1

(
ti,j − t−j

)2
, i = 1, . . . , n . (2.13)

Finally, it determines the relative closeness of each alternative ai as its overall score
as follows:

TOPSIS (ai) =
d−i

d−i + d+i
, i = 1, . . . , n . (2.14)

Therefore, the alternative with the highest overall score is considered the best alter-
native, because it has the shortest Euclidean distance from the positive ideal solution
and the longest Euclidean distance from the negative ideal solution.
A modified version of TOPSIS has also been proposed, which we refer to as

mTOPSIS [36]. Instead of calculating the Euclidean distances of each alternative from
the positive ideal solution and the negative ideal solution of the weighted normalized
matrix, mTOPSIS uses the weighted Euclidean distances of each alternative from the
positive ideal solution and the negative ideal solution of the normalized matrix. After
transforming any cost criteria into benefit criteria, mTOPSIS calculates the following
weighted Euclidean distances:

dmax
i =

√√√√ m∑
j=1

wj

(
zmax
j − zi,j

)2
, i = 1, . . . , n , (2.15)
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dmin
i =

√√√√ m∑
j=1

wj

(
zi,j − zmin

j

)2
, i = 1, . . . , n , (2.16)

where zmax
j = max{ zi,j | i = 1, . . . , n } and zmin

j = min{ zi,j | i = 1, . . . , n }. Then, the
overall score of each alternative ai is given by:

mTOPSIS (ai) =
dmin
i

dmin
i + dmax

i

, i = 1, . . . , n . (2.17)

2.3.3 Weighting Methods

Numerous weighting methods have been proposed in order to determine the impor-
tance of each criterion. These methods can be broadly classified into three categories:
subjective, objective, and integrated. Subjective weighting methods rely on the decision
maker to determine the importance of each criterion [37, 38, 39, 40, 41, 42], while
objective weighting methods determine the importance of each criterion based on the
available information in the decision matrix [43, 36]. Integrated weighting methods
combine subjective and objective information to determine the importance of each
criterion [44, 45, 46, 47, 48], which are usually used when the objective weights are
not consistent with the subjective preferences of the decision maker. In this work, we
focus on objective weighting methods in order to provide an unbiased evaluation of
routing protocols on datasets with vastly different characteristics.
The most simplistic approach, which is usually used when the decision maker

cannot assign subjective weights reliably, is to assume that all the criteria are equally
important. This approach is known as the Mean Weights (MW) method [43], which
determines the relative importance of each criterion as

wj =
1

m
, j = 1, . . . ,m , (2.18)

i.e. it depends only on the total number of criteria m. However, if there is little
variation in the performance values of a criterion, even if the decision maker considers
it as an important criterion, it has little use in differentiating the alternatives [49]. For
example, when we want to evaluate a set of routing protocols, we usually consider
the fraction of successfully delivered packets as an important performance metric.
However, if all the routing protocols deliver about the same number of packets, then
this criterion has little influence on the overall evaluation of the routing protocols.
In such cases the focus is shifted towards other performance metrics, such as the
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number of transmissions that each routing protocol performed, where they do not
have similar performance values.
If we view the criteria as information sources, then their importance can be per-

ceived as their contrast intensity [50], which can be quantified by a measure of entropy
or the standard deviation. In order to use the Entropy Measure (EM) method [36],
the decision matrix must be normalized using Eq. (2.3). According to this method,
the amount of information emitted from each criterion cj is measured by ej , which
is defined as follows:

ej = − 1

ln (n)

n∑
i=1

zi,j ln (zi,j) , j = 1, . . . ,m . (2.19)

Then, the weight of each criterion is given by normalizing its degree of divergence,
according to the following formula:

wj =
1− ej

m∑
k=1

(1− ek)
, j = 1, . . . ,m . (2.20)

Similarly, the Standard Deviation (SD) method [43] determines the relative importance
of each criterion through the following equations:

σj =

√√√√ 1

n

n∑
i=1

(zi,j − µj)
2 , j = 1, . . . ,m , (2.21)

wj =
σj

m∑
k=1

σk

, j = 1, . . . ,m , (2.22)

where µj is the arithmetic mean of the criterion cj for j = 1, . . . ,m.
The notion of conflict among criteria was first taken into consideration for the

determination of objective weights by the CRITIC method [43], which is an abbrevia-
tion for “CRiteria Importance Through Intercriteria Correlation”. The CRITIC method
relies on the standard deviation to quantify the contrast intensity of each criterion,
as seen in Eq. (2.21), and a symmetric matrix of linear correlation coefficients

ρj,k =

n∑
i=1

(zi,j − µj) (zi,k − µk)√
n∑

i=1

(zi,j − µj)
2

n∑
i=1

(zi,k − µk)
2

, j = 1, . . . ,m , k = 1, . . . ,m , (2.23)

in order to measure the conflicting character of the criteria. The linear correlation
coefficient, also known as the Pearson product-moment correlation coefficient, is used
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to measure the strength of linear correlations between two random variables, which
ranges between −1 and 1. When the Pearson correlation is equal to −1 it indicates
a perfect negative linear correlation, while when it is equal to 1 it indicates a perfect
positive linear correlation. In the case that the Pearson correlation is equal to 0, it
implies that there is no linear correlation between the two random variables. The
CRITIC method measures the conflict that each criterion has with the rest criteria
and combines it with its standard deviation in order to determine its importance
according to the following formula:

fj = σj

m∑
k=1

(1− ρj,k) , j = 1, . . . ,m . (2.24)

Therefore, according to the CRITIC method, the importance of each criterion depends
on the amount of variation in its performance values and the amount of discordance
that it has with the other criteria. Finally, the objectives weights are derived by the
following normalization:

wj =
fj

m∑
k=1

fk

, j = 1, . . . ,m . (2.25)
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3.1 Performance Metrics as Evaluation Criteria

3.2 Variability and Interdependencies of Criteria

3.3 Selection of a Decision-Making Method

3.1 Performance Metrics as Evaluation Criteria

The proposed framework evaluates a set of routing protocols for opportunistic net-
works by considering each routing protocol as an alternative and each performance
metric as a criterion of a Multiple-Criteria Decision-Making (MCDM) problem. How-
ever, the traditional performance metrics that are used for the evaluation of routing
protocols in opportunistic networks have several shortcomings that make them not
suitable to be considered as evaluation criteria for a MCDM problem. In Section 3.1.1
we outline these shortcomings, while in Section 3.1.2 we describe the proposed per-
formance metrics that we use for the construction of decision matrices.

3.1.1 Traditional Performance Metrics

The traditional performance metric with the most significant shortcomings is the
average delay. For example, the comparison of the average delay between two routing
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Table 3.1: Average values of the traditional performance metrics for a subset of routing
protocols on the Dartmouth dataset.

DR AD OR ANH
Epidemic 0.9780 27.30 560.44 10.13

Direct 0.0430 54.75 0.04 1.00

CnF.PRoPHET 0.5521 78.11 8.51 9.50

CnR.PRoPHET 0.9518 41.20 120.34 6.43

DF.PRoPHET 0.8234 59.64 14.73 5.02

COORD.PRoPHET 0.7819 61.83 10.81 4.87

protocols can be misleading if they do not deliver the exact same packets. In such a
case, the average delay of a routing protocol with low delivery ratio will be derived
from a smaller sample of packets than a routing protocol with higher delivery ratio.
Worse still, if the latter protocol delivered with equal delay every packet that the
former protocol did, it will have a higher average delay if it also delivered some
additional packets that required longer delays. Obviously, the performance of the
latter protocol is better, since it did not deliver any packet with higher delay than the
former protocol.
Even if two protocols delivered the same number of packets, the comparison of

average delays could still be unfair if they delivered packets of different source-
destination pairs. For example, two protocols could deliver two different packets
with exactly the same delay, but the first protocol may have delivered its packet with
optimal delay, while the packet of the second protocol could have been delivered with
less delay. This implies different levels of “difficulty”, since some destination nodes
can be reached more easily than others. This also affects the traditional overhead ratio
performance metric. In addition, for the evaluation of routing overhead, we do not
consider how each protocol utilized its transmissions. Two protocols could perform
the same number of transmissions for a packet, with the first protocol delivering it
with the optimal number of forwards and the second protocol failing to deliver it.
In Table 3.1 we provide the average values of the traditional performance metrics

for a subset of routing protocols that we study in Section 4.2.4. More specifically, we
show the average values of the Delivery Ratio (DR), the Average Delay (AD) in hours, the
Overhead Ratio (OR), and the Average Number of Hops (ANH). As expected, Epidemic
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Routing has by far the highest average value for the overhead ratio metric, while
Direct Delivery has the lowest average value for the delivery ratio metric. Observe
that Direct Delivery has a better performance value for the average delay metric
than Delegation Forwarding and COORD with the PRoPHET utility metric. However,
both algorithms delivered every packet that Direct Delivery was able to deliver with
less or at least equal delivery delay. This is because with Delegation Forwarding
and COORD, the source node will always have a replica of its packet. Therefore,
Delegation Forwarding and COORD will deliver every packet that can be delivered
directly, either with the same delivery delay as Direct Delivery or with less delivery
delay by utilizing a set of relay nodes. In Appendix A we provide the average values
and 95% confidence intervals of the traditional performance metrics for more routing
protocols and on more datasets, which are derived from the simulation setup that we
describe in Section 4.1.

3.1.2 Proposed Performance Metrics

Since opportunistic networks are characterized by heterogeneous contact rates and
unpredictable node mobility, the aforementioned issues are often encountered during
the evaluation of opportunistic routing protocols. To address these issues, we argue
that the performance of each opportunistic routing protocol should be normalized
with respect to the optimal performance. In order to achieve this, we need two versions
of an algorithm that we call Optimal Routing. The first version, which we refer to as
OPTD, delivers every packet that can be delivered with the minimum delivery delay.
The second version, which we refer to as OPTF , delivers every packet that can be
delivered with the minimum number of forwards. In other words, OPTD will select
the fastest delivery path with the minimum number of hops, while OPTF will select
the shortest delivery path with the minimum delivery delay. Note that both OPTD and
OPTF are actually non-realistic algorithms. However, they are useful for providing
performance limits.
The first performance metric that we propose is the Normalized Delivery Ratio

(NDR), which is defined as the total number of successfully delivered packets nor-
malized to the maximum number of packets that could have been delivered. Both
versions of Optimal Routing deliver every packet that can be delivered, which we refer
to as deliverable packets. Thus, the normalized delivery ratio of a routing protocol
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RP is given by:

NDR (RP) = |Delivered (RP)|
|Deliverable| . (3.1)

This performance metric is particularly useful for scenarios where a large proportion
of the generated packets cannot be delivered even by Optimal Routing. In such cases,
it is not reasonable to assume that a routing protocol performed poorly. Instead, the
normalized delivery ratio of a routing protocol will be equal to 1 only if it delivered
the same packets with Optimal Routing.
For the evaluation of delivery delay, we compare the end-to-end delay that a

routing protocol achieved for a packet with the end-to-end delay that OPTD achieved
for the same packet. OPTD always achieves the minimum possible end-to-end delay
for each packet. Thus, the end-to-end delay that OPTD achieved for a packet divided
by the end-to-end delay that any routing protocol achieved for the same packet will
always be between 0 and 1. This ratio will be equal to 1 only if the evaluated routing
protocol delivered the packet as fast as OPTD did, while in every other case it will
be less than 1. Hence, we define the Normalized Delivery Delay (NDD) of a routing
protocol RP as follows:

NDD (RP) =

∑
i∈Delivered(RP)

Delayi (OPTD)

Delayi (RP)

|Deliverable| . (3.2)

Observe that, while the traditional average delay metric divides the sum of all delivery
delays by the number of packets that the routing protocol delivered, the proposed
normalized delivery delay metric divides a sum of ratios by the number of deliverable
packets. In other words, with the proposed performance metric, each routing protocol
is evaluated based on how fast it was able to deliver each packet that could have been
delivered with respect to its optimal delivery delay. Note that the normalized delivery
delay decreases and moves away from the optimal performance value, which is equal
to 1, for each deliverable packet that the evaluated routing protocol fails to deliver.
This feature tackles the problem of the traditional average delay metric, where a
routing protocol that delivers only a small number of packets with low delay has an
overall low average delay.
Similarly, for the evaluation of routing overhead, we compare the number of for-

wards that a routing protocol performed with the number of forwards that OPTF

would have performed. However, we are also interested in evaluating the number
of forwards that a routing protocol did for the packets that could not be delivered
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even by Optimal Routing. Since a realistic routing protocol does not know if a packet
is deliverable or not, it will try to deliver every generated packet. Therefore, if we
assume that a generated packet has an initial routing overhead equal to 1, regardless
of the number of times that it will be forwarded, we can define the Normalized Routing
Overhead (NRO) of a routing protocol RP according to the following formula:

NRO (RP) =

∑
i∈Delivered(RP)

1 + Forwardsi (OPTF )

1 + Forwardsi (RP)
+

∑
i/∈Delivered(RP)

1

1 + Forwardsi (RP)

|Generated| .

(3.3)
Notice that we use two sums for two different types of ratios. The first sum of ratios
evaluates the routing protocol based on its resource efficiency compared to OPTF

for the packets that it delivered. The second sum of ratios evaluates the routing
protocol based on the number of transmissions that it performed for the packets
that it was unable to deliver. The reason why we do not handle differently packets
that could have been delivered, but the evaluated routing protocol failed to deliver,
is because the performance of OPTF cannot be considered as its limit. Since the
evaluated routing protocol was unable to find a delivery path for such packets, it
could perform less transmissions than OPTF that delivered these packets. If a routing
protocol did not perform any transmission for an undelivered packet, it is considered
as optimal performance in terms of routing overhead. Therefore, the normalized
routing overhead of a routing protocol that delivered its packets with the optimal
number of transmissions and did not perform any redundant transmissions for the
rest packets will be equal to 1.
Observe that the proposed performance metrics are all bounded between 0 and 1,

with 1 indicating optimal performance. Furthermore, their values are monotonically
increasing, which means that a higher value indicates a better performance. Therefore,
the proposed performance metrics can be used as benefit criteria in order to evaluate
a set of routing protocols as a multiple-criteria evaluation problem.
In Table 3.2 we provide the average values of the proposed performance metrics

for the same simulation scenario that we showed in Table 3.1. As we can see, Epidemic
Routing achieves the optimal performance value for the normalized delivery ratio and
the normalized delivery delay metrics, but its performance value for the normalized
routing overhead is close to 0 because of its excessive number of transmissions. On
the other hand, Direct Delivery achieves the optimal performance value for the nor-
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Table 3.2: Average values of the proposed performance metrics for a subset of routing
protocols on the Dartmouth dataset.

NDR NDD NRO
Epidemic 1.0000 1.0000 0.0170

Direct 0.0439 0.0200 1.0000

CnF.PRoPHET 0.5645 0.2378 0.2889

CnR.PRoPHET 0.9732 0.7069 0.0909

DF.PRoPHET 0.8419 0.4618 0.3040

COORD.PRoPHET 0.7994 0.4287 0.3349

malized routing overhead, but its performance values for the other metrics are very
low compared to the other algorithms. Notice that with the proposed performance
metrics, Delegation Forwarding and COORD achieve better performance values for
the normalized delivery delay metric than Direct Delivery, as we would expect. In ad-
dition, Delegation Forwarding and COORD also achieve better performance values for
the normalized routing overhead metric than the single-copy Compare and Forward
approach. Even though Compare and Forward performed less transmissions than the
other two algorithms in total, it was also unable to deliver a significant fraction of the
deliverable packets, which implies that many of these transmissions were not used
for the delivery of packets. In Section 4.2 we evaluate the performance of more rout-
ing protocols and on more datasets based on these metrics, while in Appendix A we
provide the average values and 95% confidence intervals of each simulation scenario
in detail.

3.2 Variability and Interdependencies of Criteria

After constructing a decision matrix with the proposed performance metrics as eval-
uation criteria, we must determine the relative importance of each criterion. Like
most weighting methods that have been proposed, we also consider the amount of
variation in the performance values of a criterion as an indicator of its importance.
However, since the variability of a criterion examines its importance in isolation from
the other criteria, several weighting methods have been proposed that also utilize
the correlation among criteria. For example, the CRITIC weighting method [43] cal-
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culates the standard deviation of each criterion and then it increases its importance
according to the amount of conflict that it has with the other criteria, based on their
linear correlation coefficients. While we believe that this method is heading in the
right direction, there are several pitfalls associated with it. In Section 3.2.1 we de-
scribe a weighting method that avoids these pitfalls, while in Section 3.2.2 we provide
numerical examples and discuss the weight vectors of different weighting methods.

3.2.1 Description of the VIC weighting method

We propose the VIC weighting method, which utilizes the variability and interdepen-
dencies of criteria in order to determine their relative importance. Our motivation is
as follows:

• We argue that the importance of each criterion should be characterized by the
amount of independence that it has in relation to the other criteria. In other words,
a highly independent criterion should be more important than a highly depen-
dent criterion, regardless of whether it is positively or negatively correlated.

• If the Pearson correlation between two random variables is equal to 0, this only
implies that there is no linear association between the two random variables,
which means that there may be a non-linear association. In order to be able
to determine when two random variables are independent, another measure of
dependence must be used.

• We argue that the importance of a totally independent criterion should be deter-
mined solely by its variability. On the other hand, the importance of a dependent
criterion should be determined by a fraction of its variability, according to the
amount of dependence that it has in relation to the other criteria. In other
words, we should reduce the importance of highly dependent criteria instead of
increasing the importance of highly independent criteria.

Hence, the VIC weighting method calculates the importance of each criterion as

gj =
σj

m∑
k=1

Rj,k

, j = 1, . . . ,m , (3.4)

where σj is the standard deviation of the criterion cj and Rj,k is the distance correla-
tion (dCor) [51, 52] between the criteria cj and ck for j = 1, . . . ,m and k = 1, . . . ,m.
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The objective weight of each criterion is then given by:

wj =
gj

m∑
k=1

gk

, j = 1, . . . ,m . (3.5)

The main reason we selected the distance correlation as the measure of depen-
dence for the VIC method is because it is equal to 0 if and only if the two random
variables are independent. Furthermore, while the Pearson correlation ranges from
−1 to 1, the distance correlation ranges from 0 to 1 instead. Therefore, according to
Eq. (3.4), the importance of a totally independent criterion corresponds to its stan-
dard deviation. This is because its distance correlation coefficient will be equal to
0 with every other criterion, except with itself which it will always be equal to 1.
Therefore, the denominator of the fraction in Eq. (3.4) will be equal to 1 for every
totally independent criterion. In every other case it will be greater than 1, with the
maximum possible value being the number of criteria m.

3.2.2 Numerical Examples

In this section we present some numerical examples in order to examine the weights
that different objective weighting methods produce in various scenarios. More specifi-
cally, we present the weight vectors obtained by the Mean Weights (MW) method, the
Standard Deviation (SD) method, the CRITIC method with linear correlation coeffi-
cients as it was originally proposed [43], a modified version of CRITIC with distance
correlation coefficients (CRITIC.dCor), and the proposed Variability and Interdepen-
dencies of Criteria (VIC) method.
Table 3.3 depicts a decision matrix with seven alternatives and three highly depen-

dent criteria. Their standard deviations, linear correlation coefficients, and distance
correlation coefficients are provided in Table 3.4, based on which each weighting
method determines the importance of the criteria. Since the standard deviations of all
three criteria are equal in this example, the SD method considers every criterion as
equally important, just like the MW method always does. The CRITIC method consid-
ers the third criterion as the most important, because it has a perfect negative linear
correlation with the second criterion and a strong negative linear correlation with the
first criterion. However, if we view a perfect negative linear correlation between two
criteria as a perfect trade-off, their importance should be reduced equally since as we
try to select an alternative with a higher performance value in one criterion it results
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Table 3.3: A trivial example that illustrates how different weighting methods deter-
mine the weights of highly dependent criteria.

Alternatives Criteria
c1 c2 c3

a1 0 0 1

a2 0.1 0.2 0.8

a3 0.2 0.4 0.6

a4 0.3 0.7 0.3

a5 0.6 0.8 0.2

a6 0.8 0.9 0.1

a7 1 1 0

Method Weights
w1 w2 w3

MW 0.3333 0.3333 0.3333

SD 0.3333 0.3333 0.3333

CRITIC 0.2500 0.2586 0.4914

CRITIC.dCor 0.5000 0.2500 0.2500

VIC 0.3382 0.3309 0.3309

Table 3.4: Standard deviations and correlation coefficients of the example in Table 3.3.

Criteria σj ρj,k Rj,k

c1 c2 c3 c1 c2 c3
c1 0.3493 1 0.9314 −0.9314 1 0.9369 0.9369

c2 0.3493 0.9314 1 −1 0.9369 1 1

c3 0.3493 −0.9314 −1 1 0.9369 1 1

in a reduction in the other criterion. Similarly, the importance of two criteria that
have a perfect positive linear correlation should also be reduced equally since as we
try to select an alternative with a higher performance value in one criterion it also
results in a higher performance in the other criterion. Thus, the weakly correlated
criteria should be considered as the most important, since their performance values
depend the least from the performance values of the other criteria. In this example,
if we use the CRITIC method with distance correlation instead of linear correlation it
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Table 3.5: A trivial example that illustrates how different weighting methods deter-
mine the weights of criteria with non-linear associations.

Alternatives Criteria
c1 c2 c3

a1 0 0 0

a2 0 0 1

a3 0.2 0.5 0

a4 0.2 0.5 1

a5 0.4 1 0

a6 0.4 1 1

a7 0.6 1 0

a8 0.6 1 1

a9 0.8 0.5 0

a10 0.8 0.5 1

a11 1 0 0

a12 1 0 1

Method Weights
w1 w2 w3

MW 0.3333 0.3333 0.3333

SD 0.2733 0.3266 0.4001

CRITIC 0.2733 0.3266 0.4001

CRITIC.dCor 0.2397 0.2865 0.4738

VIC 0.2263 0.2705 0.5031

results in an exaggeration of the importance of the first criterion, because its impor-
tance was increased twice as much compared to the other two criteria. By reducing
the importance of each criterion according to their amount of dependence that it has
in relation to the other criteria, the proposed VIC weighting method derives objective
weights that reflect the aforementioned rationale. Since the criteria are highly de-
pendent with each other in this scenario, their weights should be almost equal, with
the first criterion having a slightly higher weight because it is the least dependent
criterion.
Observe that similar weights would have been obtained for the previous example
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Table 3.6: Standard deviations and correlation coefficients of the example in Table 3.5.

Criteria σj ρj,k Rj,k

c1 c2 c3 c1 c2 c3
c1 0.3416 1 0 0 1 0.5186 0

c2 0.4082 0 1 0 0.5186 1 0

c3 0.5000 0 0 1 0 0 1

if we used the strength of the linear associations, i.e. the absolute values of the linear
correlation coefficients, instead of the distance correlation coefficients. If we followed
this approach however, we would not be able to distinguish when two criteria have a
non-linear association and when they are independent, like the scenario in Table 3.5.
In this example, the first criterion has a non-linear association with the second crite-
rion, while the third criterion is totally independent. As we can see in Table 3.6, the
linear correlation coefficient is equal to 0 in both cases, while the distance correlation
coefficient is equal to 0 only in the latter case. As a result, the weights derived from
the CRITIC method are identical to the weights derived from the SD method. On the
other hand, the VIC method assigns a significantly higher weight to the third criterion
because it has the highest amount of variation in its performance values and it is also
independent from the other two criteria. In Section 4.2 we examine the associations
of the proposed performance metrics on several datasets and we provide the weight
vector that each method produces.

3.3 Selection of a Decision-Making Method

After calculating the normalized performance metrics that were proposed in Sec-
tion 3.1.2 for each routing protocol that we want to evaluate, we can construct a
decision matrix where each routing protocol corresponds to an alternative and each
performance metric corresponds to a benefit criterion. Then, we can obtain a weight
vector that depicts the relative importance of each criterion using the VIC weighting
method that we described in Section 3.2.1. Therefore, provided the aforementioned
decision matrix and weight vector, we can now use a decision-making method in or-
der to produce a ranking of routing protocols. However, a decision-making paradox
is reached in the process of selecting the best decision-making method, since that
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Table 3.7: A trivial example that illustrates how different decision-making methods
handle trade-offs between criteria.

Alternatives Criteria SAW score MEW score mTOPSIS score
c1 c2

a1 0 1 0.5000 0 0.5000

a2 0.25 0.75 0.5000 0.4330 0.5000

a3 0.5 0.5 0.5000 0.5000 0.5000

a4 0.75 0.25 0.5000 0.4330 0.5000

a5 1 0 0.5000 0 0.5000

would require the best decision-making method [53].
In the context of the evaluation of routing protocols for opportunistic networks, we

recommend the use of the MEW method [32, 33], mainly because of the way that it
handles trade-offs between criteria. Suppose that we have a decision matrix with two
conflicting criteria that are equally important, like the one depicted in Table 3.7. As we
can see, the SAW method [31] and the modified version of the TOPSIS method [36]
rank all the alternatives equally. On the contrary, the MEW method considers the
third alternative as the best alternative, which achieves an average score in both
criteria, followed by the second and fourth alternatives. Since most opportunistic
routing protocols search for a middle ground between the extreme routing overhead
of Epidemic Routing [7] and the unsatisfactory delivery delays of Direct Delivery [8],
the MEWmethod seems the most suitable for their evaluation. This is because routing
protocols with a low performance value in at least one criterion will also have an
overall low MEW score.
In Table 3.8 we provide the overall score of the subset of routing protocols that

we examined in Table 3.2 with three different decision-making methods. However,
the weight vector was derived from the full set of routing protocols that we ana-
lyze in Section 4.2.4. More specifically, the normalized routing overhead is the most
important metric in this scenario, with its weight value being equal to 0.4275. The
normalized delivery ratio metric follows with a weight value equal to 0.3337, while
the normalized delivery delay metric is the least importance in this scenario with a
weight value equal to 0.2387. Even though Epidemic Routing performs by far the
most packet transmissions, the SAW method and the mTOPSIS method consider it
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Table 3.8: Evaluation of a subset of routing protocols on the Dartmouth dataset, with
different decision-making methods and the VIC weight vector of the full set of routing
protocols.

SAW score MEW score mTOPSIS score

Epidemic 0.5797 0.1752 0.5321

Direct 0.4470 0.1384 0.4679

CnF.PRoPHET 0.3687 0.3449 0.3609

CnR.PRoPHET 0.5324 0.3272 0.5094

DF.PRoPHET 0.5212 0.4719 0.5042

COORD.PRoPHET 0.5123 0.4749 0.4969

as the best alternative, followed by the multi-copy Compare and Replicate approach.
This is because their high performance values for the normalized delivery ratio and
normalized delivery delay metrics overshadow their very low performance value for
the normalized routing overhead metric. In addition, SAW and mTOPSIS assign a
higher overall score to Direct Delivery than the single-copy Compare and Forward
approach, because Direct Delivery achieves the optimal performance value for the
most importance metric in this scenario. This is clearly unreasonable, since Direct
Delivery has by far the worst performance in terms of the other two metrics. On the
hand, the MEW method assigns low overall scores to Epidemic Routing and Direct
Delivery because they perform poorly for at least one metric. Furthermore, COORD
and Delegation Forwarding are ranked the highest by the MEW method, since they
achieve reasonable performance values for every metric. In Section 4.2 we provide the
ranking of the full set of routing protocols using the MEW decision-making method
and the VIC weighting method on datasets with vastly different characteristics, while
we also discuss the rankings that other decision-making and weighting methods pro-
duce.
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4.1 Simulation Setup

4.2 Simulation Results

4.1 Simulation Setup

We selected four datasets of varying scale to evaluate the performance of routing
protocols for opportunistic networks according to the proposed framework. More
specifically, the datasets that we selected are the following: Reality Mining [54, 55],
INFOCOM 2005 [56, 57], Lyon [58, 59, 60], and Dartmouth [61, 62, 63]. The Lyon
dataset was downloaded from the website of the SocioPatterns collaboration1, while
the rest datasets were downloaded from the website of the CRAWDAD archive2. In
Table 4.1 we summarize the characteristics of each dataset. As we can see, the datasets
that we studied differ significantly in terms of the number of participants, while their
durations vary from a few days to several months. Additionally, the scanning interval
and the communication range also varies between the datasets that we studied.
We have developed an event-driven simulator that is capable of processing contact

traces, called Adyton [64], where we have implemented several routing protocols that
have been proposed for opportunistic networks. Furthermore, we have also imple-
mented the two versions of the Optimal Routing algorithm that are required for the

1http://www.sociopatterns.org/
2http://crawdad.org/
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Table 4.1: Characteristics of the datasets.

Reality Mining INFOCOM 2005 Lyon Dartmouth

Number of Nodes 97 41 242 738
Duration (days) 283 3 2 14
Granularity (seconds) 300 120 20 1
Network Interface Bluetooth Bluetooth RFID Wi-Fi

calculation of the proposed normalized performance metrics. The routing protocols
that we simulated on each of the aforementioned datasets are the following:

• Epidemic Routing (Epidemic) [7].

• Direct Delivery (Direct) [8].

• Compare and Forward (CnF) [16].

• Compare and Replicate (CnR) [17].

• Delegation Forwarding (DF) [23].

• COORD [24].

• Spray and Wait (SnW) [18].

• LSF-Spray and Wait (LSF-SnW) [20].

• Spray and Focus (SnF) [19].

• SimBetTS [22].

• EBR [21].

For the routing protocols that require a maximum number of replicas L (i.e. Spray
and Wait, LSF-Spray and Wait, Spray and Focus, SimBetTS, and EBR), we assigned
four distinct values: L = 2, L = 4, L = 8, and L = 16. For the routing protocols that
require a utility metric (i.e. Compare and Forward, Compare and Replicate, Dele-
gation Forwarding, and COORD), we used one destination-independent and three
destination-dependent utility metrics. In particular, we used the Last Time Seen
(LTS) [9], the Destination Encounters (DestEnc) [10], the Encounters (Enc) [10],
and the delivery predictabilities of the latest version of PRoPHET with the default
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parameter settings [13]. The VACCINE anti-packet scheme [65] was used for the
multi-copy routing protocols, which erases redundant replicas of a packet after its
successful delivery.
For each simulation, we generated 1000 packets of fixed size with a random pair

of source and destination nodes. However, because some users did not participate
for the entire duration of the respective dataset, each node can be the source or the
destination only for packets that were generated during its presence in the network.
Like most evaluation studies of opportunistic routing protocols in the literature, we
assumed that there are no resource constraints during our simulations. To avoid
statistical bias, the results were collected after a warm-up period and before a cool-
down period, each of which lasted as much as 20% of the total simulation time, so
that the network would be in its steady state. We simulated 25 repetitions of each
scenario in order to calculate the average values and 95% confidence intervals of the
traditional and the proposed performance metrics.

4.2 Simulation Results

In the following sections, we evaluate the performance of a wide range of oppor-
tunistic routing protocols on four datasets. More specifically, we first present scatter
plots of the normalized performance values in order to illustrate their variability and
their levels of correlation on each dataset. Then, we construct a decision matrix with
the normalized performance values of the evaluated routing protocols and we dis-
cuss the rankings that decision-making methods produce with different weighting
methods. Finally, we provide the ranking of the routing protocols with the MEW
decision-making method and the VIC weighting method, according to the proposed
framework. Detailed simulation results on each dataset and for each routing protocol
can be found in Appendix A.

4.2.1 Performance Evaluation on the Reality Mining dataset

The Reality Mining dataset [54, 55] consists of contacts between students and faculty
members at the MIT. It is one of the most widely used datasets, mainly because
of its large number of participants and long duration. Fig. 4.1 depicts the associa-
tions between the normalized performance values that the evaluated routing protocols
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Figure 4.1: Scatter plots of the normalized performance metrics on the Reality Mining
dataset.

Table 4.2: Relative importance of each performance metric on the Reality Mining
dataset according to different weighting methods.

MW SD CRITIC CRITIC.dCor VIC

NDR 0.3333 0.2193 0.1598 0.1997 0.2168

NDD 0.3333 0.3737 0.2790 0.3118 0.3660

NRO 0.3333 0.4070 0.5612 0.4885 0.4172

achieved. As we can see in Fig. 4.1a, the lowest normalized delivery ratio that a rout-
ing protocol achieved on this dataset is almost equal to 0.5, which corresponds to
the performance of Direct Delivery. This indicates that almost half of the deliver-
able packets could be delivered directly, i.e. with the least possible routing overhead.
However, as we would expect, Direct Delivery also achieves the lowest value for the
normalized delivery delay performance metric. The rest of the routing protocols are
able to deliver a lot more packets than Direct Delivery, but that comes at the cost of
a significant reduction of their performance in terms of routing overhead. However,
observe in Fig. 4.1b that most protocols deliver about the same number of packets but
with significantly different routing overhead. Furthermore, the conflict between the
normalized delivery delay and normalized routing overhead is evident in Fig. 4.1c.
We then constructed a decision matrix with the proposed performance metrics as

the set of criteria and the routing protocols as the set of alternatives. In Table 4.2
we provide the calculated weight vectors from different weighting methods. All the
weighting methods, except for the MW method, consider the normalized routing
overhead as the most important performance metric in this scenario, followed by
the normalized delivery delay. CRITIC assigns by far the highest weight value to
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Figure 4.2: Ranking of the routing protocols by the MEW method with VIC weights
on the Reality Mining dataset.

the normalized routing overhead, because of its strongly conflicting character. If we
used the MEW method with the weight vector of the CRITIC method, LSF-Spray
and Wait with L = 2 would have the highest overall score, even though it delivers
significantly less packets than almost every other routing protocol and with a lot
higher delivery delays. However, by overestimating the importance of the normalized
routing overhead, the fact that LSF-Spray and Wait with L = 2 has the second-best
performance value for that criterion is enough to rank him the highest, followed by
COORD with the LTS utility metric. Similarly, the mTOPSIS method with CRITIC
weights would also assign the highest score to LSF-Spray and Wait with L = 2,
followed by Direct Delivery. Worse still, if we used the CRITIC weights with the SAW
method, which is their suggested decision-making method, the highest SAW score
corresponds to the Direct Delivery protocol. On the contrary, the weight vector of the
proposed VIC method is close to that of the SD method, since all the performance
criteria are highly dependent. If we use the weight vector of the VIC method, all
three decision-making methods rank COORD with the LTS utility metric the highest,
followed by Delegation Forwarding with the LTS utility metric.
In Fig. 4.2 we provide the MEW score of each routing protocol, in descending or-

der, with the weight vector of the VIC method. As we can see, COORD and Delegation
Forwarding with the destination-dependent utility metrics are ranked the highest on
the Reality Mining dataset. The use of the destination-independent utility increased
the routing overhead of both algorithms, without achieving a higher delivery ratio
or lower delivery delays, which results in a lower overall score. LSF-Spray and Wait
with L = 4 is ranked next, which has a better performance value in terms of normal-
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Figure 4.3: Scatter plots of the normalized performance metrics on the INFOCOM
2005 dataset.

Table 4.3: Relative importance of each performance metric on the INFOCOM 2005
dataset according to different weighting methods.

MW SD CRITIC CRITIC.dCor VIC

NDR 0.3333 0.0866 0.0554 0.0760 0.0844

NDD 0.3333 0.3413 0.2342 0.2253 0.3197

NRO 0.3333 0.5721 0.7104 0.6987 0.5959

ized routing overhead than any version of COORD and Delegation Forwarding, but it
also have noticeably worse performance values in terms of the other two performance
metrics. Notice that Direct Delivery has a really low overall score, as we would expect,
which would be among the highest ranked routing protocols if we used the weight
vector of the CRITIC method instead of the VIC method.

4.2.2 Performance Evaluation on the INFOCOM 2005 dataset

The INFOCOM 2005 dataset [56, 57] is another commonly used dataset for the
performance evaluation of opportunistic routing protocols. During the INFOCOM
Student Workshop in 2005, 41 devices were distributed to attendees that recording
their contacts. It is clear from Fig. 4.3 that this dataset is not challenging in terms of
delivering a certain number of packets. Even Direct Delivery was able to deliver more
than 85% of the generated packets and almost 90% of the deliverable packets. Not
only that, but it also achieves a much higher performance value for the normalized
delivery delay metric than it usually achieves on other datasets. This results in a
smaller range of the values for the performance metrics. However, we can still observe
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Figure 4.4: Ranking of the routing protocols by the MEW method with VIC weights
on the INFOCOM 2005 dataset.

some variation in the performance values of the normalized routing overhead and
the normalized delivery delay.
It is obvious that, in this scenario, the most important performance metric is the

normalized routing overhead. We would therefore expect all the weighting methods,
except for MW of course, to assign a high weight value to the normalized routing
overhead and a low weight value to the normalized delivery ratio. As we can see in
Table 4.3, CRITIC assigns the highest weight value to the normalized routing overhead
and the lowest weight value to the normalized delivery ratio. However, it seems
that CRITIC underestimates the relative importance of the normalized delivery delay.
Nevertheless, regardless of the weighting method, all the decision-making methods
consider Direct Delivery as the best alternative.
Direct Delivery achieves by far the highest overall MEW score with the VIC weight-

ing method, as we can see in Fig. 4.4. This should not come as a surprise, given that
Direct Delivery performs optimally in terms of the normalized routing overhead met-
ric, which is the most important metric in this scenario, and that it also achieves
reasonable performance values for the other two performance metrics. We can also
observe that the next three routing protocols in the ranking order share some char-
acteristics. They all perform limited replication, with only two replicas, and once a
node is left with only one replica of a packet it will wait to meet its destination
node in order to deliver it. Since the normalized routing overhead is the most impor-
tant metric in this scenario, these protocols are next in the ranking order due to their
very small number of transmissions. Furthermore, every version of COORD is ranked
higher than the corresponding version of Delegation Forwarding, since it performs

35



 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

N
o

rm
a

liz
e

d
 D

e
liv

e
ry

 D
e

la
y

Normalized Delivery Ratio

Dataset: Lyon

(a)

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

N
o

rm
a

liz
e

d
 R

o
u

ti
n

g
 O

v
e

rh
e

a
d

Normalized Delivery Ratio

Dataset: Lyon

(b)

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

N
o

rm
a

liz
e

d
 R

o
u

ti
n

g
 O

v
e

rh
e

a
d

Normalized Delivery Delay

Dataset: Lyon

(c)

Figure 4.5: Scatter plots of the normalized performance metrics on the Lyon dataset.

Table 4.4: Relative importance of each performance metric on the Lyon dataset ac-
cording to different weighting methods.

MW SD CRITIC CRITIC.dCor VIC

NDR 0.3333 0.3628 0.2761 0.2885 0.3441

NDD 0.3333 0.3301 0.2564 0.2465 0.3097

NRO 0.3333 0.3071 0.4676 0.4650 0.3462

less transmissions without a noticeable decrease in the other performance metrics.
Finally, as we would expect, Epidemic Routing has the lowest overall score.

4.2.3 Performance Evaluation on the Lyon dataset

The Lyon dataset [58, 59, 60] consists of close-range contacts between 232 chil-
dren and 10 teachers over the course of two school days in a primary school in Lyon,
France. The fact that these students were from 10 different classes should offer a chal-
lenge for most routing protocols.3 Indeed, as we can see in Fig. 4.5, Direct Delivery
was only able to deliver about 20% of the deliverable packets. The large variability of
the normalized delivery ratio metric is evident, as well as its high correlation with the
normalized delivery delay metric. On the contrary, the normalized routing overhead
is less dependent from the other two metrics. Routing protocols with similar perfor-
mance values for the normalized routing overhead metric may have very different
performance values for the other performance metrics.
Table 4.4 provides the weight vectors that different methods determined, which
3A visualization of their contacts during the first school day is available at https://vimeo.com/

31490438.
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Figure 4.6: Ranking of the routing protocols by the MEW method with VIC weights
on the Lyon dataset.

assign noticeably different weight values, in contrast to the previous datasets. The SD
method considers the normalized delivery ratio metric as the most important crite-
rion, followed the normalized delivery delay metric. This is because the SD method
does not take into account the interdependences of the criteria. CRITIC increases the
importance of the normalized routing overhead, which has the least variation in its
values, because it still comes in conflict with the other two criteria. Similar weights
are derived from the modified CRITIC method that relies on the distance correlation
coefficients of the criteria instead of their linear correlation coefficients. A different
assignment of weights is given by the VIC method, which considers the normalized
delivery ratio and normalized routing overhead as almost equally important metrics.
This is because the normalized delivery ratio metric has the highest amount of vari-
ation, but it also has a very strong correlation with the normalized delivery delay
metric. On the other hand, the normalized routing overhead metric has the lowest
amount of variation, but it is also has a moderate correlation with the other criteria.
The ranking of the routing protocols with the MEW decision-making method

and the VIC weighting method is given in Fig. 4.6. Similarly to the simulation results
on the Reality Mining dataset, COORD and Delegation Forward with destination-
dependent utility metrics are ranked the highest. However, on the Lyon dataset, both
algorithms were able to deliver noticeably more packets with the utility metric that
depends on the number encounters with the destination instead of the last time that
they saw the destination. Observe that the versions of LSF-Spray and Wait with the
highest limit of replicas are ranked next, implying that another version with an even
higher value of L may perform better. Furthermore, notice that Direct Delivery and
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Epidemic Routing have significantly lower MEW scores than the other routing pro-
tocols. The reason they have so low MEW scores is because both routing protocols
perform poorly in terms of at least one performance metric. If we used SAW or
mTOPSIS to calculate their overall scores, Epidemic Routing would be ranked a lot
higher. In particular, with the SAW decision-making and the weight vector of VIC,
Epidemic Routing would be considered the second-best alternative, after COORD with
the PRoPHET utility metric. Worse still, if we used the weight vector of the CRITIC
method, even Direct Delivery would be among the highest-ranked alternatives. The
ranking that the MEW method with VIC weights provided seems to be the most rea-
sonable, where only Compare and Forward based on the total number of encounters
has a lower score than Epidemic Routing and Direct Delivery, because it performs
poorly in all three performance metrics.

4.2.4 Performance Evaluation on the Dartmouth dataset

The Dartmouth dataset [61, 62, 63] contains associations of wireless cards with access
points at the Dartmouth College campus. We can construct a large-scale opportunistic
network if we treat each wireless card as a node and assume that two nodes are in
contact when they are associated with the same access point at the same time. The
approximated contacts that we extracted are between 738 nodes from February 8,
2004 to February 21, 2004. From the datasets that we studied, this was the most
challenging for the routing protocols as it is evident from Fig. 4.7. Less than 5%
of the deliverable packets could be delivered directly. Even the algorithms that were
able to deliver more packets, they achieved that with significantly higher delivery
delays compared to the optimal performance. Note that Epidemic Routing delivered
every deliverable packet with the optimal end-to-end delay by performing about 560
transmissions for each generated packet.
Notice that there is a set of algorithms with similar performance values for the

normalized routing overhead metric and the normalized delivery ratio metric. These
algorithms relied on destination-dependent utility metrics that required direct con-
tacts with the destination node in order to increase their utility values. However, due
to the large-scale of this dataset, utility metrics such as the number of encounters with
the destination node rarely considered an encountered node as suitable to carry a
packet. As a result, these algorithms performed a very small number of transmissions
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Figure 4.7: Scatter plots of the normalized performance metrics on the Dartmouth
dataset.

Table 4.5: Relative importance of each performance metric on the Dartmouth dataset
according to different weighting methods.

MW SD CRITIC CRITIC.dCor VIC

NDR 0.3333 0.3616 0.2692 0.2689 0.3337

NDD 0.3333 0.2578 0.1936 0.1951 0.2387

NRO 0.3333 0.3806 0.5372 0.5360 0.4275

and were unable to deliver a large proportion of the deliverable packets. Interestingly
enough, the algorithms that relied on the transitive property of the PRoPHET utility
metric performed much better. In particular, the second-highest performance values
for the normalized delivery ratio metric and the normalized delivery delay metric
were achieved by the Compare and Replicate approach with PRoPHET as its util-
ity metric. However, even though this algorithm achieved these performance values
with significantly less routing overhead compared to Epidemic Routing, about 120
transmissions for each generated packet, other replication strategies performed a lot
less transmissions. For example, COORD with the PRoPHET utility metric performed
about 11 transmissions for each generated packet and delivered about 80% of the
deliverable packets.
As we can see in Table 4.5, all the weighting methods consider the normalized

routing overhead metric as the most important, except for the MW weighting method
of course. This should be expected, since it has the highest amount of variation and
the least amount of dependence from the other criteria. However, CRITIC once again
overestimates the relative importance of the normalized routing overhead metric.
If we used the SAW or the mTOPSIS method with CRITIC weights, Direct Deliv-
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Figure 4.8: Ranking of the routing protocols by the MEW method with VIC weights
on the Dartmouth dataset.

ery would be ranked the highest, which is clearly unreasonable. Even if we used
the MEW method with CRITIC weights, the set of algorithms that we observed to
have a high performance value for the normalized routing overhead metrics, but low
performance values for the other two metrics, would be among the highest-ranked
algorithms. In Fig. 4.8 we show the MEW score of each routing protocol with the
weight vector of the VIC method. As we can see, COORD and Delegation Forwarding
with the PRoPHET utility metric have noticeably higher MEW scores than the other
algorithms. This is because both algorithms had among the highest performance val-
ues for the normalized delivery ratio and normalized delivery delay metrics, while
performing a very small number of transmissions compared to every other algorithm
that was able to deliver a certain number of packets. SimBetTS with L = 16 and L = 8

is next in the ranking order, which was able to deliver more packets than COORD and
Delegation Forwarding, but it also had lower performance values for the normalized
delivery delay and the normalized routing overhead metrics. Recall that SimBetTS
does not rely on the transitive property of a utility metric, but instead it combines
several destination-dependent utility metrics with a destination-independent utility
metric. However, this approach resulted in many redundant transmissions, especially
in networks of smaller scale as we showed in the previous datasets. It should be
noted that, if we used the SAW or the mTOPSIS method with VIC weights, Epidemic
Routing would be ranked the highest. This is because it achieved the optimal perfor-
mance values for two criteria with high relative importance, overshadowing its very
poor performance value for the third criterion, even though it is the most important
performance metric in this scenario. On the other hand, as we can see in Fig. 4.8, the
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MEW method assigns a low overall score to the Epidemic Routing protocol because
of its very poor performance in the most important criterion. Thus, the ranking of the
routing protocols that was provided by the MEW method with VIC weights seems to
be the most reasonable.
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5.1 Discussion

5.2 Conclusions

5.1 Discussion

There are some factors that should be taken into consideration in order to apply the
proposed framework. First of all, the decision matrix should contain performance
values of a representative set of routing protocols. Even if we are interested in the
performance comparison of only a small number of routing protocols, the perfor-
mance values of algorithms such as Epidemic Routing and Direct Delivery should
be included. This is because such algorithms provide useful information for the un-
derlying network, which is then used to calculate the standard deviation and the
distance correlation coefficients of each performance metric. For the same reason, the
set of alternatives in the decision matrix should consist of only realistic algorithms,
since non-realistic algorithms would affect the relative importance of the criteria that
are then used for the evaluation of feasible solutions. Notice that in our analysis, the
two versions of Optimal Routing were only used for the normalization of the per-
formance metrics and they were not included in any decision matrix as alternatives.
Furthermore, while in this work we used three normalized performance metrics as
our criteria for the evaluation of the routing protocols, more criteria could be intro-
duced in the evaluation process. For example, a fairness index could be considered as
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another criterion. Additionally, the proposed method for the assignment of objective
weights could easily be combined with subjective information in order to determine
the importance of each criterion. This approach could be useful for scenarios with
specific routing objectives.

5.2 Conclusions

Several conclusions can be drawn from the performance analysis that we conducted
with the proposed framework. First of all, no algorithm was able to achieve the best
performance on all or most of the datasets that we studied. In the small-scale op-
portunistic network, Direct Delivery and replication strategies with a small maximum
number of replicas were ranked the highest. In opportunistic networks of larger scale,
utility-based replication strategies were considered as the best alternatives. In particu-
lar, the replication strategies of Delegation Forwarding and COORD were often ranked
the highest. Yet, there was not even a utility metric that performed better than the
others on every dataset that we studied. More specifically, in the large-scale oppor-
tunistic network, the transitive property of the destination-dependent utility metric
that is used by PRoPHET was crucial for the performance of the utility-based routing
protocols. However, in opportunistic networks of smaller scale, this approach often
resulted in a noticeable increase in the number of transmissions compared to other
utility metrics. Our case studies demonstrate the difficulty of routing in opportunistic
networks.
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Figure A.1: Delivery Ratio of each routing protocol on the Reality Mining dataset.
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Figure A.2: Average Delay of each routing protocol on the Reality Mining dataset.
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Figure A.3: Overhead Ratio of each routing protocol on the Reality Mining dataset.
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Figure A.4: Average Number of Hops of each routing protocol on the Reality Mining
dataset.
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Figure A.5: Normalized Delivery Ratio of each routing protocol on the Reality Mining
dataset.
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Figure A.6: Normalized Delivery Delay of each routing protocol on the Reality Mining
dataset.
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Figure A.7: Normalized Routing Overhead of each routing protocol on the Reality
Mining dataset.
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A.2 Performance Evaluation on the INFOCOM 2005 dataset
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Figure A.8: Delivery Ratio of each routing protocol on the INFOCOM 2005 dataset.
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Figure A.9: Average Delay of each routing protocol on the INFOCOM 2005 dataset.
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Figure A.10: Overhead Ratio of each routing protocol on the INFOCOM 2005 dataset.
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Figure A.11: Average Number of Hops of each routing protocol on the INFOCOM
2005 dataset.
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Figure A.12: Normalized Delivery Ratio of each routing protocol on the INFOCOM
2005 dataset.
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Figure A.13: Normalized Delivery Delay of each routing protocol on the INFOCOM
2005 dataset.
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Figure A.14: Normalized Routing Overhead of each routing protocol on the INFOCOM
2005 dataset.
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A.3 Performance Evaluation on the Lyon dataset
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Figure A.15: Delivery Ratio of each routing protocol on the Lyon dataset.
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Figure A.16: Average Delay of each routing protocol on the Lyon dataset.
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Figure A.17: Overhead Ratio of each routing protocol on the Lyon dataset.
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Figure A.18: Average Number of Hops of each routing protocol on the Lyon dataset.
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Figure A.19: Normalized Delivery Ratio of each routing protocol on the Lyon dataset.
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Figure A.20: Normalized Delivery Delay of each routing protocol on the Lyon dataset.
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Figure A.21: Normalized Routing Overhead of each routing protocol on the Lyon
dataset.
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A.4 Performance Evaluation on the Dartmouth dataset
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Figure A.22: Delivery Ratio of each routing protocol on the Dartmouth dataset.
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Figure A.23: Average Delay of each routing protocol on the Dartmouth dataset.
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Figure A.24: Overhead Ratio of each routing protocol on the Dartmouth dataset.
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Figure A.25: Average Number of Hops of each routing protocol on the Dartmouth
dataset.
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Figure A.26: Normalized Delivery Ratio of each routing protocol on the Dartmouth
dataset.
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Figure A.27: Normalized Delivery Delay of each routing protocol on the Dartmouth
dataset.
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Figure A.28: Normalized Routing Overhead of each routing protocol on the Dart-
mouth dataset.
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