
Alignment of R{R Interval Signals using the Circadian
Heart Rate Rhythm

Ç ÌÅÔÁÐÔÕ×ÉÁÊÇ ÅÑÃÁÓÉÁ ÅÎÅÉÄÉÊÅÕÓÇÓ

õðïâÜëëåôáé óôçí

ïñéóèåßóá áðü ôçí ÃåíéêÞ ÓõíÝëåõóç ÅéäéêÞò Óýíèåóçò

ôïõ ÔìÞìáôïò ÐëçñïöïñéêÞò ÅîåôáóôéêÞ ÅðéôñïðÞ

áðü ôçí

Nathalie Th�er�ese H�el�ene Gayraud

ùò ìÝñïò ôùí Õðï÷ñåþóåùí ãéá ôç ëÞøç ôïõ

ÌÅÔÁÐÔÕ×ÉÁÊÏÕ ÄÉÐËÙÌÁÔÏÓ ÓÔÇÍ ÐËÇÑÏÖÏÑÉÊÇ

ÌÅ ÅÎÅÉÄÉÊÅÕÓÇ

ÓÔÉÓ ÔÅ×ÍÏËÏÃÉÅÓ { ÅÖÁÑÌÏÃÅÓ

Éïõíéïò 2015



Dedication

To my parents, who brought me and my brother into this world.

To my family and friends, who see it through...



Acknowledgements

In all sincerity, I would like to thank my supervisor George Manis, for he provided me

with the most noble armor in the world: knowledge, patience, objective thinking, self{

con�dence.

I would also like to aknowledge my dear friend Marina Argyri for her companionship in

our many hours of hard work.

Thank you both for for providing me with inspiration and constant support.



Table of Contents

List of Figures v

List of Algorithms vi

1 Introduction 1

1.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

2 Biomedical Signals and Rhythmicity 4

2.1 The Human Heart . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2 Bioelectrical Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Electrocardiogram . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.2 Electroencephalogram . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.3 Other Bioelectrical Signals . . . . . . . . . . . . . . . . . . . . . . . 7

2.3 Heart Rate Variability Analysis . . . . . . . . . . . . . . . . . . . . . . . . 7

2.3.1 Acquisition and Conditioning . . . . . . . . . . . . . . . . . . . . . 8

2.3.2 Time Domain Measurements . . . . . . . . . . . . . . . . . . . . . . 9

2.3.3 Other Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.4 The Human Circadian Rhythm . . . . . . . . . . . . . . . . . . . . . . . . 12

2.4.1 The Circadian Rhythmiciy of HRV measurements . . . . . . . . . . 13

3 Alignment and Classi�cation Algorithms 14

3.1 Pre-processing the R{R Interval Signal . . . . . . . . . . . . . . . . . . . . 14

3.1.1 Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.1.2 The segmentation process . . . . . . . . . . . . . . . . . . . . . . . 16

3.2 Calculating the HRV Measurements . . . . . . . . . . . . . . . . . . . . . . 17

3.2.1 Mean R{R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.2 Mean HR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.2.3 Di�erence Between Largest and Shortest Interval . . . . . . . . . . 19

3.2.4 SDNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.5 SDANN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

3.2.6 SDNNi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

i



3.2.7 RMSSD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.2.8 NN50 and pNN50 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

3.3 Alignment Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.3.1 The Importance of Alignment:Usual Methods . . . . . . . . . . . . 22

3.3.2 The Puzzle Piece Alignment Method . . . . . . . . . . . . . . . . . 25

3.3.3 The Event Based Alignment Method . . . . . . . . . . . . . . . . . 28

4 Experimental Results 34

4.1 Database Description . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

4.1.1 The Normal Sinus Rhythm R{R Interval Database . . . . . . . . . 35

4.1.2 The Congestive Heart Failure R{R Interval Database . . . . . . . . 35

4.1.3 The CAST R{R Interval Sub-Study Database . . . . . . . . . . . . 37

4.2 Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.3 The Alignment Process . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4.3.1 Comparing The Results of our Algorithms to a Random Alignment 40

4.3.2 Comparing The Results of our Algorithms to the Horological Align-

ment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.4 The Classi�cation Process . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.5 Aligning HRV Signals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.5.1 Aligning the mean R{R . . . . . . . . . . . . . . . . . . . . . . . . 55

4.5.2 Aligning the RMSSD . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5.3 Aligning the pNN50 . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.5.4 Aligning the SDNN . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.5.5 Aligning the SDANN . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.5.6 Aligning the SDNNI . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5 Conclusion 60

5.1 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

Bibliography 63

Appendix 68

ii



List of Figures

2.1 Figures representing the anatomy and electrical conduction of the human

heart. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 The QRS complex. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 The typical circadian patterns of someone who rises early in morning, eats

lunch around noon, and sleeps at night (10 p.m.). . . . . . . . . . . . . . . 12

3.1 Example of an R{R interval signal. This signal comes from subject number

52 of the NSR database (reference), described in section (reference). . . . . 15

3.2 Example of an R{R interval signal segmentation, using the signal from

Figure 3.1. Each triangle denotes a segmentation points. Here, the signal

is divided into twelve 2{hour time windows. . . . . . . . . . . . . . . . . . 16

3.3 Examples of simple variable measurements for 49 time windows, each one

having a 30 minute length. . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.4 Examples of statistical measurements for 49 time windows, each one having

a 30 minute length. For the SDANN and the SDNNi, the small windows

have a 5-minute length. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.5 Examples of statistical measurements based on successive interval di�er-

ences for 49 time windows, each one having a 30 minute length. . . . . . . 19

3.6 R{R interval signals coming from three subjects, a, b and c. The signals

have been pre-processed, and the displayed signal is without noise. Yellow

triangles denote the segmentation point. The time window length is T =

3600 sec . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

3.7 Mean HR signals computed from Sa, Sb and Sc. The average signal H(x)

has been computed with no alignment. . . . . . . . . . . . . . . . . . . . . 24

3.8 Manual alignment of the Mean HR signals Ha, Hb and Hc, with respect

to the three visible edges between the 15th and 20th time windows seen in

�gure 3.7a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.9 The result of convolving the signal of �gure 3.9a with the �lter f(x), using

di�erent values for � . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.10 The mean of the number of detected peaks for all signals in our database

with respect to the parameter �. The two �gures show two sets of ranges

for �; a large range on the left, and a smaller one on the right. . . . . . . 30

iii



4.1 Bar graphs showing the percentage of noise in the signal for each subject in

the NSR and CHF databases. The green and red coloured bars respectively

indicate the largest and smallest recording in length. . . . . . . . . . . . . 36

4.2 Histograms showing the percentage of noise in the signal for each subject

in the CAST R{R database. The green and red coloured bars respectively

indicate the largest and smallest recording in length. . . . . . . . . . . . . 38

4.3 Parameters: Database = NSR, T = 30 minutes. The �rst image rep-

resents an alignment of the subjects according to a random shu�e of the

starting points. The second and third �gures show the alignments proposed

by the PPA and EBA algorithm respectively, when their input is the set of

unsynchronized signals produced by that shu�ing process. . . . . . . . . . 41

4.4 Parameters: Database = Ea, T = 30 minutes. The �rst image represents

an alignment of the subjects according to a random shu�e of the starting

points. The second and third �gures show the alignments proposed by

the PPA and EBA algorithm respectively, when their input is the set of

unsynchronized signals produced by that shu�ing process. . . . . . . . . . 43

4.5 Parameters: Database = CHF, T = 10 minutes. The �rst image repre-

sents an alignment of the subjects according to how each signal starts in

the database. The second and third �gures show the alignments proposed

by the PPA and EBA algorithm respectively. . . . . . . . . . . . . . . . . . 45

4.6 Parameters: Database = NSR, T = 60 minutes. The �rst image repre-

sents an alignment of the subjects according to how each signal starts in

the database. The second and third �gures show the alignments proposed

by the PPA and EBA algorithm respectively. . . . . . . . . . . . . . . . . . 47

4.7 Parameters: Database = Fb, T = 30 minutes. The �rst image represents

an alignment of the signals according to horological time; all signals are

manually set to start at 8:30am. The second and third �gures show the

alignments proposed by the PPA and EBA algorithm respectively. . . . . . 49

4.8 Parameters: Database = Ma, T = 20 minutes. The �rst image represents

an alignment of the signals according to horological time; all signals are

manually set to start at 8:30am. The second and third �gures show the

alignments proposed by the PPA and EBA algorithm respectively. . . . . . 50

4.9 Result of the EBA algorithm for all databases, where T = 10 minutes.

In all cases, EBA has recovered three main categories according to the

detected number of events. . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.10 Average Mean HR(H(x)) signals with and without alignment. . . . . . . . 54

4.11 Number of recordings available for each time window, with and without

alignment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.12 Average Mean R{R (M(x)) signals with and without alignment. . . . . . . 55

4.13 Average RMSSD (R(x)) signals with and without alignment. . . . . . . . . 56

4.14 Average pNN50 (P (x)) signals with and without alignment. . . . . . . . . 56

iv



4.15 Average SDNN (S(x)) signals with and without alignment. . . . . . . . . . 57

4.16 Average SDANN (A(x)) signals with and without alignment. . . . . . . . . 58

4.17 Average SDNNI (I(x)) signals with and without alignment. . . . . . . . . . 58

v



List of Algorithms

1 The Puzzle Piece Alignment Algorithm . . . . . . . . . . . . . . . . . . . . 27

2 The Event Based Alignment Algorithm . . . . . . . . . . . . . . . . . . . . 32

3 Subroutines for the Event Based Alignment Algorithm . . . . . . . . . . . . 33

vi



Ðåñßëçøç

Íáôáëß Ô.Å. Ãêáéñþ ôïõ ÐáóêÜë êáé ôçò Êáëõøïýò. MSc, ÔìÞìá ÐëçñïöïñéêÞò, ÐáíåðéóôÞìéï

Éùáííßíùí, Éïýíéïò, 2015. Óõã÷ñïíéóìüò R{R interval óçìÜôùí âÜóç ôïõ ÊéñêÜäéïõ

Êáñäéáêïý Ñõèìïý. ÅðéâëÝðïíôáò: Ãåþñãéïò ÌáíÞò.

Ïé ìåëÝôåò ðïõ åóôéÜæïõí óå R{R interval óÞìáôá, ôá ïðïßá ðñïÝñ÷ïíôáé áðü äéáöïñåôéêÜ

Üôïìá, ôåßíïõí íá åõèõãñáììßæïõí êáé íá õðïëïãßæïõí ôï ìÝóï üñï ôùí óçìÜôùí áõôþí

âÜóç ôïõ ùñïëïãéáêïý ÷ñüíïõ åêêßíçóçò ôïõ óÞìáôïò. Óôçí ðáñïýóá åñãáóßá, óôü÷ïò

ìáò åßíáé íá äåßîïõìå üôé ç ÷ñÞóç ôïõ ùñïëïãéáêïý ÷ñüíïõ áðïôåëåß ëáíèáóìÝíï êñéôÞñéï

åõèõãñÜììéóçò, åíþ ðáñÝ÷ïõìå ìéá íÝá ìÝèïäï åõèõãñÜììéóçò.

Ôéò ìåèüäïõò ìáò åíÝðíåõóå ï êéñêÜäéïò êýêëïò ðïõ áêïëïõèåßôáé áðü ôïí áíèñþðéíï

êáñäéáêü ñõèìü. Ôï ìïôßâï ðïõ ðñïêýðôåé äýíáôáé íá ðïéêßëåé ìåôáîý äéáöüñùí áíèñþðùí.

Ïé ìÝèïäïé åõèõãñÜììéóçò ðïõ ðñïôåßíïõìå ÷ñçóéìïðïéïýí ôçí åí ëüãù ðáñáôÞñçóç êáé

äçìéïõñãïýí íÝá ïñüóçìá ãéá ôçí áõôüìáôç åõèõãñÜììéóç R - R interval óçìÜôùí.

Ðñïôåßíïõìå äýï ðñùôüôõðïõò áëãüñéèìïõò åõèõãñÜììéóçò ïé ïðïßïé ëáìâÜíïõí õð'üøéí

ôïõò ôïí áíèñþðéíï êéñêáäéêü ñõèìü: ôïí Puzzle Piece Alignment áëãüñéèìï, êáé ôïí

Event Based Alignment áëãüñéèìï. Áñ÷éêÜ, êÜèå óÞìá R{R ìåôáôñÝðåôáé óå ìßá óåéñÜ

áðü ðáñÜèõñá êáé õðïëïãßæåôáé ï ìÝóïò êáñäéáêüò ñõèìüò áíÜ ðáñÜèõñï. Óôç óõíÝ÷åéá,

ïé áëãüñéèìïé ìáò ðñïóðáèïýí íá ôáéñéÜîïõí ôá ìïôßâá ðïõ äçìéïõñãïýíôáé áðü ôïí êÜèå

êéñêÜäéï êýêëï, ðáñÜãïíôáò ó÷åôéêÜ ïñüóçìá ãéá ôçí åõèõãñÜììéóç ôùí óçìÜôùí. Óôá

ðåéñÜìáôá ðïõ äéåîÜãïõìå, ÷ñçóéìïðïéïßìå R{R interval óÞìáôá ôá ïðïßá ðñïÝñ÷ïíôáé

áðü ôÝóóåñéò âÜóåéò äåäïìÝíùí ôçò ÔñÜðåæá äåäïìÝíùí Physionet. Êáé ïé äýï áëãüñéèìïé

êáôáöÝñíïõí íá åõèõãñáììßóïõí ôá óÞìáôá ùò ðñïò ôïí êéñêÜäéï êáñäéáêü ñõèìü. ÅðéðëÝïí,

ôá åõñÞìáôÜ ìáò åðéâåâáéþíïõí ôçí ðáñïõóßá ðåñéóóüôåñùí áðü Ýíá ìïôßâùí óôï êéñêáäéêü
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Abstract

Nathalie T.H. Gayraud. Msc, Computer Science Department, University of Ioannina,

Greece. June, 2015. Alignment of R{R Interval Signals using the Circadian Heart Rate

Rhythm. Thesis Supervisor: George Manis.

Studies that focus on R{R interval signals coming from di�erent subjects tend to

be aligned and averaged according to the horological time of the recordings. This work

argues that the horological time can be an erroneous alignment criterion and provide a

new alignment method to prove our argument.

What inspired our methods is the circadian cycle followed by the human heart rate

rhythm. Since its pattern can vary among di�erent classes of people, we suggest alignment

methods that use that observation and establish new landmarks to automatically align

R{R interval signals.

We propose two novel alignment algorithms that consider the HR circadian rhythm:

the Puzzle Piece Alignment Algorithm, and the Event Based Alignment Algorithm. First,

each R-R interval signal is converted into a series of time windows and the mean Heart

Rate per window is calculated. Then our algorithms search for matching circadian pat-

terns, and use relevant landmarks to align the signals. We conduct experiments using

R-R interval signals extracted from four databases in the Physionet Data Bank. Both

algorithms are able to align the signals with respect to the circadian rhythmicity of HR.

Furthermore, our �ndings con�rm the presence of more than one pattern in the circadian

HR rhythm, an interesting result providing the ground for further analysis. We suggest

an automatic classi�cation of signals according to the three most prominent patterns.

Our results show that our algorithm are able to correctly align the signals in accordance

to the human circadian Heart Rate rhythm. They succeed in aligning the signal even

when the input signals start from random points in time. In addition, the EBA algorithm

manages to discern the existence of di�erent patterns.
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Chapter 1

Introduction

1.1 Objective

1.2 Contribution

1.3 Structure

1.1 Objective

Bioelectrical signals have been used in medicine for a long time, a fact that is mostly due

to their non invasive acquisition nature versus the amount of information they provide.

In this research, we focus on the the ECG; more speci�cally, we study R{R interval

signals and their derived measurements. An R{R interval denotes the time between two

consecutive heart beats; R{R interval signals consist of successive R{R intervals.

The increasing number of 24 hour R{R interval recordings available in databases such

as the Physionet Data Bank [1] is of great value for researchers in the �eld of Biomedicine.

However, not all of them contain horological information as to when the recordings begin.

This means that a large number of datasets contained in these growing databases will not

be suitable for researches that study bioelectrical signal evolution. What initially moti-

vated this work is precisely that unnecessary loss of information. We unveiled a pressing

need for a strong alignment criterion to synchronize these asynchronous recordings.

In this research, we present numerous cases that validate the existence of a circadian

Heart Rate rhythm, closely correlated to the human sleep cycle. Generally, the HR has a

tendency to augment when a person is awake and decrease when one is asleep. Naturally,

other daily phenomena contribute to increase and decrease the heart rate, even unrelated

to the human circadian cycle. Nevertheless, an average HR signal that is obtained by a

large enough number of patients should follow the circadian pattern.

Hence, since we can identify it, it is natural that we should use that circadian rhyth-

micity to align 24 hour recordings. It is yet true that, not all humans have the same
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sleep/wake cycle. Moreover, the human circadian cycle can start at di�erent times for

di�erent people.

As a result of these observation, it becomes clear that even aligning signals using

available horological information can be a faulty method. An alignment criterion must

be de�ned when working with 24 hour recordings. This work aims to study the circadian

rhythmicity of the Heart Rate, and use it as a standard to provide reliable alignment

methods.

1.2 Contribution

In our research, we �rst investigate the circadian rhythmicity of relevant measurement of

the Heart Rate Variability, and provide with computational methods that can be used for

studying their evolution.

Our most essential contribution is two R{R interval alignment methods that can be

used to synchronize 24 hour signals belonging from di�erent subjects: The Puzzle Piece

Alignment method and the Event Based Alignment method.

The �rst alignment method is a simple one; it aligns the input signals against each

other. The second alignment method o�ers a higher level of sophistication. It uses

the circadian rhythmicity of the heart rate to establish landmarks, who then serve two

purposes. They are used as synchronization points, but the number of detected landmarks

also serves as a classi�cation label, so that in the output is a categorization of the input

signals with respect to each subject's circadian cycle.

We develop and test these algorithms on 32 combinations of datasets and parameters.

Our results con�rm the e�ciency of the proposed methods. Both are successfully in

aligning signals, regardless to their original alignment. Furthermore, the classi�cation

algorithm uncovers the existence of di�erent starting points for each subject's cycle, as

well as the presence of more than one circadian patterns.

Finally, we demonstrate an example of the e�ect of signal synchronization on 24-hour

Heart Rate Variability measurements derived by R{R interval signals.

1.3 Structure

The thesis is structured as follows. Chapter 2 starts by presenting the human cardiac

electrophysiology and proceeds by explaining the basics on bioelectrical signals, Heart

Rate Variability and the circadian rhythmicity of the human heart. In this chapter we

cite a number of researches that use Heart Rate Variability measurements in the prognosis

and/or diagnosis of several conditions. We also show the studies focused on the circadian

Heart Rate rhythm.

In chapter 3 we start by introducing computational methods that can be used for

analysing the evolution of Heart Rate Variability measurements. Section 3.1 gives an

2



introduction on the necessary signal pre-processing, whereas section 3.2 focuses on pro-

cessing Heart Rate Variability measurement signals. We outline the importance of signal

alignment, and present our two methods in section 3.3.

The last two chapters display the results we obtained, discussion, and future work.

3



Chapter 2

Biomedical Signals and Rhythmicity

2.1 The Human Heart

2.2 Bioelectrical Signals

2.3 Heart Rate Variability Analysis

2.4 The Human Circadian Rhythm

2.1 The Human Heart

The heart represents one of the most important organs of the human body. It is in charge

of pumping blood though the circulatory system to every cell in our body, supplying

oxygen and nutrients to the tissues and removing carbon dioxide and other wastes.

The anatomy of the human heart is depicted on �gure 2.1a 1. As illustrated by [2],2

four chambers compose the human heart; the upper left and right chambers called the

atria, and the lower left and right chambers called the ventricles. The atria are thin-walled

structures, acting primarily as holding chambers for the blood, and as anterooms to the

ventricles. The ventricles are larger and thick-walled chambers, in charge of pumping the

blood to the rest of the body. The left atria and ventricle are responsible for providing

oxygenated blood from the lungs to the rest of the body, while the right atria and ventricle

send the deoxygenated blood back to the lungs to be reoxygenated again. The left and

right side of the heart are separated by the septum, a wall of tissue that prevents blood

to pass from one side to the other.

Each chamber is connected to one or two great vessels of the heart. The great vessels

of the heart and the respective chambers they are connected to are:

1
https://en.wikipedia.org/wiki/File:Diagram_of_the_human_heart_(cropped).svg

2
https://en.wikipedia.org/wiki/File:ConductionsystemoftheheartwithouttheHeart-en.svg
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(a) The anatomy of the human heart. (b) The electrical conduction system of the

human heart.

Figure 2.1: Figures representing the anatomy and electrical conduction of the human

heart.

• The superior and inferior vena cavae are connected to the right atrium. They empty

all the deoxygenated blood from the body into the heart.

• The pulmonary artery is connected to the right ventricle. It carries that deoxy-

genated blood from the heart to the lungs.

• The pulmonary veins are connected to the left atrium. They transport the oxy-

genated blood from the lungs to the heart.

• The aorta, also called great artery, is connected to the left ventricle. It brings the

oxygenated blood from the heart to the rest of the body.

Four sets of valves help the blood ow in the right direction when the heart is beating;

the tricuspid valve, the pulmonic valve, the mitral valve and the aortic valve. Furhter-

more, to pump the blood, the heart contracts and expands rhythmically; the contractions

is called systole and the expansion diastole. These two pumping functions run simultane-

ously in the course of a cardiac beat.

Zarzoso et al. [3] describe the Normal Sinus Rhythm, i.e. the beating process cor-

responding to a healthy electrophysiological state, in the following way. While at rest,

a di�erence in the potential across the myocardial membrane causes the cells to become

polarized. In consequence, the heart's pacemaker, called the sinoatrial node and located

in the top right atrium, initiates a beat. It causes a depolarization wavefront to propa-

gate from the top right to the bottom left atrium, which in its turn is responsible for a

synchronized atrial contraction and the e�cient passage of blood towards the ventricles

through the mitral and tricuspid valves.
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The atrio-ventricular node, located between the atria and the ventricles, delays the

subsequent depolarization wavefront to allow the blood to e�ectively ow from the atria

to the ventricles. Afterwards, the wavefront promptly propagates through the bundle of

His, the bundle branches and the Purkinje �bers (muscle cells and �bers specialized for

electrical conduction) towards the bottom of the ventricular myocardium. The electrical

activation ultimately propagates from the apex to the base of the ventricles, who contract

upwards, ejecting the blood towards the lungs and the rest of the body. Figure 2.1b

displays the heat's electrical circuit.

2.2 Bioelectrical Signals

Biomedical signal analysis has always been an crucial part of healthcare. In its most

primitive and early state, it consists of listening to the sounds reproduced by the human

body. From the dawn of medicine, physicians lean on patients to listen to the sound of

their breathing and analyse the rhythmicity of their heart beats. In this technique lies

the most ancient biomedical signal application.

Remarkably this method is still used today, by reason of its invasiveness versus acquired

information ratio. This ratio is the reason why bioelectrical signal analysis is such and

exciting and important research �eld. Through constantly evolving processing techniques,

it can prove an indispensable asset to physicians, allowing them to drastically improve

disease prevention, diagnosis, and treatment.

From a cellular perspective, bioelectrical signals are linked with ionic processes. These

processes arise as a result of the electrochemical activity of a special group of cells. These

excitable cells are driven by the same mechanisms, regardless of whether they are located

in the heart, the brain or the muscles [4]. [5, 6] provide a thorough description of the

cellular processes that induce bioelectrical signals.

On the body surface, the cumulative electrical activity of those cells can be noninva-

sively measured, as the tissue surrounding them is a conductive medium, i.e. a volume

conductor [7]. The simplest way of recording a bioelectrical signal is to attach two elec-

trodes to the body surface; the exploring electrode, that should be placed close to the

electrical source, and the indi�erent electrode, placed somewhere else [8]. In practice,

multiple electrodes are used for the description of a bioelectrical phenomenon.

The following biosignals describe the activity of various organs in the human body. The

process used to retrieve their properties is, naturally, signal speci�c, thus each biosignal

has its own acquisition process, treatment, and description.

2.2.1 Electrocardiogram

An electrocardiogram (ECG) reects the electrical activity of the heart. This bioelectrical

signal is acquired through the non-invasive process of placing electrodes on the chest, arms

and legs. Each heartbeat causes an impulse to travel through the heart, which allows for
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the determination of its rate and rhythm. The heartbeat is manifested in the ECG by

a series of waves, whose morphology and timing provide information used to diagnose

diseases that are reected by disturbances in the electrical activity of the heart, thus

making it a standard clinical procedure for the investigation of heart diseases.

An electrocardiogram is acquired by attaching a set of electrodes on the skin, arranged

in such a way that they reect the spatiotemporal variations of the cardiac electrical �eld

[9]. The two most common recording systems today are the standard twelve lead ECG,

and the orthogonal lead system.

2.2.2 Electroencephalogram

The electroencephalogram (EEG) echoes the electrical activity produced by the brain.

The acquisition process consists of placing several electrodes on the scalp, an instrument

that is often referred to as an electroencephalograph [4]. The EEG is widely used for

the diagnosis and evaluation of a signi�cant number of brain disorders, such as, epileptic

seizures and sleep disorders, as well as the diagnosis of conditions such as coma or brain

death [10].

2.2.3 Other Bioelectrical Signals

While the two previously mentioned bioelectrical signals are the most well known ones,

other types exist as well, which we briey name here.

On the domain of nerves and muscles, we �nd the electromyogram (EMG) and the

electroneurogram (ENG) . The EMG measures the electrical activity of skeletal muscles.

It is mainly used in the detection of abnormalities in muscular activity, potentially caused

by injuries or muscular diseases. The ENG measures the nerve response to electrical

stimuli. More speci�cally, the electrogastogram (EGG) records the electrical activity of

stomach muscles.

Electrical stimuli coming from the human eye can be measured by the electroretino-

gram (ERG) and the electrooculogram(EOG) The ERG is used to examine the electrical

activity of the retina during light stimulation, while the EOG records the steady corneal-

retinal potential, that corresponds to eye movement. Note that the EOG is closely related

to the study of sleep disorders.

2.3 Heart Rate Variability Analysis

In section 2.2.1 we explained the basics of the ECG. Among the signi�cant characteristics

that can be extracted from an ECG, we focus on the R{R interval. To describe what is

the R{R interval, we �rst need to introduce the QRS complex.

The QRS complex is a wave resulting from the depolarization of the left and right

ventricles. The Q wave is the �rst negative deection, followed by the R wave which is
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Figure 2.2: The QRS complex.

the �rst positive reection. The last, negative reection, is the S wave. Although the

morphology of the QRS can show signi�cant variations depending on the origin of the

heartbeat, a typical wave can be seen in �gure 2.2 3

The R{R interval measures the length between two successive R waves, which repre-

sents the length of a ventricular cardiac cycle. When it comes to ECG analysis, it is the

fundamental rhythm quantity; it is the basic measurement used in Heart Rate Variability

analysis [9]. Heart Rate Variability (HRV), also referred to as cycle length variability, or

R{R variability, is the term used to describe the variation in the R{R interval.

2.3.1 Acquisition and Conditioning

The acquisition of an R{R interval signal, that is, a series of consecutive R{R intervals,

has the sampling rate as its main condition. If the signal is crudely discretized, there is a

risk of loosing small but important beat-to-beat variations. A good sampling frequency

ranges between 200 - 225 Hz, whereas the commonly used range of around 128 Hz can be

deemed adequate. [9]

An R{R interval signal can be easily acquired with the use of a Holter monitor, which is

an ambulatory electrocardiography device used for continuous monitoring of the electrical

activity of the cardiovascular system. Holter recordings typically use a sampling frequency

that ranges between 100 and 128 Hz.

Nevertheless, signals that have been acquired from Holter recorders present artefacts,

called non normal beats, that are mainly the result of noise bursts. To make the recording

more reliable, the signal needs to be �ltered and modi�ed so that non normal intervals

are excluded from it. Because of that, the resulting signal is commonly referred to as

a normal-to-normal, i.e., N{N interval signal. The annotation of non normal beats can

be done manually, it is however a time consuming process, hence sometimes annotation

algorithms and �lters may be used to weed out the artefacts.

In this work, the signals we refer to as R{R interval signals are actually N{N interval

3
\SinusRhythmLabel" by Created by Agateller (Anthony Atkielski), converted to svg by atom.

en:Image:SinusRhythmLabels.png. Licensed under Public Domain via Wikimedia Commons

https://commons.wikimedia.org/wiki/File:SinusRhythmLabels.svg#/media/File:SinusRhythmLabels.svg.
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signals, that is, signals who have been left with normal-to-normal beats.

2.3.2 Time Domain Measurements

The simplest Heart Rate Variability evaluation methods to perform are, apparently, the

time domain methods. Time domain methods can be separated into thee subcategories

[11]; simple time domain variables, statistical methods and geometrical methods. Time

domain methods are either measured over the whole signal, or over smaller periods to

evaluate their evolution and relate it to clinical conclusions. Note that, time domain

methods are less a�ected by the presence of artefacts in the signal.

Simple Variables

Simple time domain variables include the mean R{R (or mean N{N) interval, the mean

Heart Rate (HR) and the di�erence between the longest and the shortest R{R interval.

These variables are easy to obtain and analyse, while they convey signi�cant information

towards the prognosis and diagnosis of a number of heart conditions. Consequently, they

have been frequently used in studies, demonstrating variations between healthy an non-

healthy patients.

The mean R{R interval has been used quite extensively to evaluate the relation be-

tween autonomic neuropathy and diabetes. In a research conducted by Murray et al.

in 1975 [12], where 42 male diabetics are examined to assess whether they su�er from

autonomic neuropathy, it is demonstrated that diabetic patients exhibit a smaller mean

R{R, which leads to the conclusion that diabetes may induce autonomic nerve damage.

Since the condition is symptom-free, measuring the R{R interval could help anticipate

it. Later, Bennett et al. [13] further investigate this issue and conclude that the mean

R{R interval should be measured during deep breathing since it is only during those tests

that they observe a di�erence in the measurement between patients; the subjects of their

research are two groups of diabetic patients, one group having diagnosed autonomic neu-

ropathy, and the other not presenting the condition. Later, Ewing et al. in [14] and [15]

use the di�erence and rate between the longest and the shortest R{R interval among other

measurements, in small, 1-minute recordings in an attempt to evaluate the correctness

of measurements used to detect autonomic disorders in diabetic patients. Recently, in

2008, Ziegler et al. [16] also showed that the di�erence between longest and shortest R{R

interval is related to autonomic neuropathy in diabetic patients, in a research that lasted

nine years and included 1720 patients out of which 160 were diabetic. Indeed, he observed

that a low di�erence suggests a high mortality risk.

Naturally, other studies have used these simple HRV variables as well. A study con-

ducted by Algra et al. [17] demonstrates that abnormal mean Heart Rates could be related

to sudden death. Taylor et al. [18] use the mean R{R interval to study the possibility

that sympathetic and vagal mechanisms are related to the survival of patients who have

su�ered a myocardial infarction (MI) . In their research, Hogue et al. [19] show that the
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risk of a patient developing atrial �brillation after coronary artery bypass graft surgery is

closely related to the patient's Heart Rate, a conclusion reached by Huikuri et al. [20] as

well.

A research led by Ortak et al. in 2005 [21] shows that modern treatment of post

myocardial infarction patient has improved, an conclusion that can be made by observing

the stability of the mean Heart Rate versus other HRV markers. The research conducted

by Matt et al. [22] gives a di�erent context to the aforementioned simple variable. In their

work, they investigate the how the quality of a dual-source CT coronary angiography is

a�ected by the mean HR. A very recent research by Shalev et al. [23] investigates the

e�ect of post traumatic stress disorder (PTSD) on a patient's mean Heart Rate, recording

higher readings for those who present it.

Statistical Methods

Statistical methods are typically considered over long signals of the order of 24 hours.

The most straightforward and popular measurement is the standard deviation of the R{R

(or N{N) interval (SDNN) . It can be computed over the whole signal, yet it conveys more

information when calculated over shorter periods.

Two other important statistical HRV measurements are the standard deviation of

the average interval (SDANN) and the SDNN index (SDNNi). The SDANN serves the

purpose of investigating changes in the average interval, calculated over short periods

(usually 5-minute time windows). The average interval is calculated over those small

time widows, and the standard deviation is calculated to measure changes occurring in

longer cycles. The SDNNi is instead calculated to asses the variability in shorter cycles

The SDNN is evaluated over 5-minute periods, ensued by the calculation of their average.

Note that these markers are mostly computed on 24-hour records, yet it is still debatable

whether this is the most appropriate way of extracting every piece of useful information

possible. As stated by the Task Force [11], the SDNN highly depends on the length of

the recording.

Statistical measurements, especially the SDNN, are present in almost every study that

analyses HRV markers. The SDNN is measured in [12, 13, 14, 15] as another HRV marker

related to the development of asymptotic diabetic autonomic neuropathy. It is also used

by [18, 19, 20, 24] in their respective researches. Both [17] and [21] compute and compare

the SDANN and SDNNi in their research.

Congestive heart failure (CHF) is a condition where the heart empties itself inade-

quately, an event that leads to a decrease in the blood supply of organs. High pressure

forms in the veins as a result, which in its turn causes uid to leak from capillary blob

vessels [25]. A research to evaluate whether one can reproduce the outcome of heart rate

variability measures, i.e. SDANN and SDNNi, conducted by Hoogenhuyze et al. [26],

showed that the results obtained by examining these markers are indeed replicable. The

study included two groups of patients, one group of asymptotic patients and a group of

patients with Congestive Heart Failure (CHF). In their research, Bilchick et al. show that
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HRV can be used as a prognostic tool for CHF [24], namely, using the SDNNmeasurement.

The SDNNi marker is shown by Liu et al. [27] to be an important predictor of

sudden cardiac death and cardiovascular death in patients who have survived an acute

MI. Antelmi et al. [28] study a number of time and frequency domain measurements on

653 healthy patients to establish possible connections with their age, gender, body mass

index and functional capacity. Among others, they compare the SDNN, SDANN and

SDNNi of the subjects. They observed that their values decrease with age, however, only

SDNNi varies among di�erent genders.

Another family of statistical method, derived from the di�erences between consecutive

R{R intervals, include the square root of the mean squared di�erences of successive N{N

(R{R) intervals (RMSSD), and the number of consecutive N{N (R{R) intervals di�erences

that exceed 50 milliseconds (NN50). Regarding the NN50, what is commonly used instead

of the number, is the NN50 divided by the total number of intervals, (pNN50). These

methods are highly corelated and demonstrate high frequency heart rate variations.

Previously mentioned studies that also use these markers include [14, 19, 28, 21]. They

are also used in the research project led by Tuji et al. [29], a large study conducted to

asses the e�ect of reduced HRV on risk for a cardiac event.

Geometrical Methods

The last class of time domain measurements includes geometrical methods. Geometrical

methods can be measured over geometric patterns that occur from the conversion of the

R{R interval signal. Some conversion methods include the sample density distribution

of R{R intervals the sample density distribution of di�erences between consecutive R{R

intervals. Upon conversion, the analysis of the geometric pattern can be performed using

one of the following three approaches.

• 1st approach: Convert a basic measurement of the geometrical pattern into an HRV

measure. This approach includes the two most well-known geometrical measure-

ments, i.e. the HRV triangular index and the Triangular Interpolation of R{R

(N{N) interval histogram (TINN).

• 2nd approach: Interpolate the geometrical pattern with a mathematically de�ned

shape, and use the parameters of the said shape as an HRV measure.

• 3rd approach: Classify the geometrical pattern according to the occurring geomet-

rical shape.

2.3.3 Other Measurements

Other HRV analysis measurements include Frequency domain methods, Rhythm Pattern

analysis, and Non-Linear methods.
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Figure 2.3: The typical circadian patterns of someone who rises early in morning, eats

lunch around noon, and sleeps at night (10 p.m.).

2.4 The Human Circadian Rhythm

A circadian rhythm can be de�ned as a biological process that demonstrates an endoge-

nous oscillation lasting approximately 24 hours, capable of being entrained, or brought

into a speci�c rhythm.

Androsthenes, a ship captain serving under Alexander the Great, was the �rst to

observe a circadian process when he described diurnal leaf movements of the tamarind

tree. Jean-Jacques d'Ortous de Mairan in 1729 prodiced the �rst recorded observation

of an endogenous circadian oscillation. He noted that 24-hour patterns in the movement

of the leaves of the plant Mimosa pudica continued even when the plants were kept in

constant darkness, in the �rst experiment to attempt to distinguish an endogenous clock

from responses to daily stimuli [30]. These 24-hour rhythms have ever since broadly

observed in plants, animals, fungi, and cyanobacteria.

Although circadian rhythms are endogenous, they are a�ected by stimuli that come

from the environement including light, temperature and others. Figure 2.3 4 demonstrates

an example of the typical circadian human rhythm. According to [31], a biological rhythm

is called circadian when it meets the three following criteria.

1. It has an endogenous free-running period lasting around 24 hours.

2. It can be reset by exposure to external stimuli.

3. It is able to maintain circadian periodicity over a range of physiological tempera-

tures.

4
\Biological clock human" by NoNameGYassineMrabetTalk �xed by Addicted04 - The work was done with Inkscape by YassineMrabet.

Informations were provided from\The Body Clock Guide to Better Health" by Michael Smolensky and Lynne Lamberg; Henry Holt and

Company, Publishers (2000). Landscape was sampled from Open Clip Art Library (Ryan, Public domain). Vitruvian Man and the clock were

sampled from Image:P human body.svg (GNU licence) and Image:Nuvola apps clock.png, respectively. Licensed under CC BY-SA 3.0 via

Wikimedia Commons { https://commons.wikimedia.org/wiki/File:Biological_clock_human.svg#/media/File:Biological_clock_human.svg.
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2.4.1 The Circadian Rhythmiciy of HRV measurements

The circadian rhythmicity is observed in many human physiological variables, one of them

being the Heart Rate. Huikuri et al. and Ekholm et al. [32, 33] were among the �rst to

discover alterations to the circadian rhythm of cardiac neural regulation in patients with

coronary artery disease and pregnant women respectively. Ewing et al. and Nakagawa et

al [34, 35] noted that HRV markers such as, the f-QRS duration, HF, the LF/HF ratio,

the hourly HR and R{R counts follow a circadian cycle, whereas Massin et al. [36] found

that this circadian variation is present from late infancy or early childhood. Vandewalle

et al. [37] indicate in their research that the autonomic control of HR is inuenced by

an endogenous cardiac rhythmicity. In their study, Yoshizaki et al. showed that HRV

variables exhibit di�erent patterns among di�erent s leep-wake cycles when they studied

rotating shift workers [38].

When averaging a set of time evolving signals, one must assume that their behavior is

synchronized. All but one of the previously mentioned researches make that assumption,

and they align and average HRV markers with respect to the horological time. Du�y et

al. [39] are the only ones to assume di�erent circadian patterns. They study morning

and evening types of people, regarding their preference, and then manually align those

signals using a relative time. Nonetheless, while it is the only research we found that

considers di�erent cycles, the alignment is manually performed according to each subject's

preference, and no quantitative marker is provided for future development.
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Chapter 3

Alignment and Classification

Algorithms

3.1 Pre-processing the R{R Interval Signal

3.2 Calculating the HRV Measurements

3.3 Alignment Methods

3.1 Pre-processing the R{R Interval Signal

We consider an R{R interval signal corresponding to the ith subject as a discrete sig-

nal si(t), t ∈ 1; : : : ; N , where N + 1 is the number of recorded R waves. Each value

si(1); si(2); : : : ; si(N) is measured in seconds and represents the interval between two con-

secutive R waves. We denote Li the signal length in seconds, Li =
∑Ni

t=1 si(t). For the

remainder of this section, the subscript i will be omitted since the preprocessing is the

same for all subjects.

Figure 3.1 illustrates an R{R interval signal. Here, the signal length is L = 81736 sec

and the number of intervals is equal to N = 118700.

Each signal undergoes a pre-processing procedure before analysis, composed of a de-

noising and a segmentation step. Those steps are further described in the next sub-

sections. After the pre-processing is complete, the result is a set S, an ordered set of

signals and appointed labels S = {(s1(t); l1(t)); (s2(t); l2(t)); : : : ; (sW (t); lW (t))}. The la-
bels lj(t); j = 1; : : : ;W denote whether interval sj(t) is noise or not. The lengths Lj of

sj(t) are equal. Pairs (sj(t); lj(t)) are also referred to as time windows.
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Figure 3.1: Example of an R{R interval signal. This signal comes from subject number

52 of the NSR database (reference), described in section (reference).

3.1.1 Noise

The R{R intervals used in this work are assumed to have already been annotated by

experts so that they are clear of detected artefacts. However, to limit the noise even

further, two �lters are applied to each signal s(t) aiming to mark noisy records. Each

record s(t) is appointed a label l(t) that may take two values; thus, l(t) = 1 if the

corresponding interval is labelled not noise, and l(t) = 0 if it is labelled noise. Initially

all labels are labelled not noise, l(t) = 1.

The �rst �lter is a simple one; it consists of marking as noise every interval superior

than 5 seconds and every record inferior to 0.2 seconds. Intervals that exceed these limits

are assumed not to be natural intervals between heartbeats. This margin is in fact a much

wide one. Indeed, a 5 and 0.2 second interval correspond to a heart rate of 12 and 300

beats per minute respectively. Those two limits are far from the normal human heart rate,

which is usually between 50-100 bpm. Cases of bradycardia have been observed when the

respiratory rate decreases, but they have not been shown to drop below 25 bpm [9].

The second one is a �lter that marks as noise every interval that is di�erent that the

previous or the next one by more than 10%. Thus, l(t) and l(t− 1) are set equal to noise

if s(t)=s(t− 1) < 0:90 or s(t)=s(t− 1) > 1:10. This �lter is applied to make sure that the

remaining intervals are normal heartbeats (thus not ectopic heartbeats).

After applying these �lters, the total length of the signal remains unchanged. The

intervals are not deleted from the signal, so that the actual length is preserved. An

additional processing step takes place to facilitate the segmentation process; since it is

important that all the time windows have an equal length after the division into time

windows, every interval marked as noise is processed so that it does not exceed 1 second.

Noisy intervals that exceed that margin are separated into dummy intervals that follow
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Figure 3.2: Example of an R{R interval signal segmentation, using the signal from Figure

3.1. Each triangle denotes a segmentation points. Here, the signal is divided into twelve

2{hour time windows.

that requirement. Naturally, only intervals labelled as noise go through that procedure.

For the next section, signal s(t) and labels l(t) are assumed to be the outcomes of that

operation.

3.1.2 The segmentation process

For the purpose of computing and analysing the HRV measurements described in section

3.2, each signal is divided into time windows of equal length. This section provides

basic notations and de�nitions that will be used to describe the R{R interval signal

segmentation. Moreover, we describe the segmenting process in a general way to account

for various time widow lengths. Note that this step does not change the values of the

labels that denote whether an interval is noise or not.

The R{R interval signal is segmented into a number of time windows of equal length.

The time window length T (measured in seconds) de�nes the number W = L=T of time

windows s(t) and l(t) are divided into. sj(t) and lj(t) designate the signal and labels

that corresponds to the jth time window, j = 1; : : : ;W . It follows that
∑Nj

t=1 s
j(t) =

T and
∑W

j=1N
j = N .

When the division product of L=T is not an integer, W is the quotient of the division

plus one. In that case, every time window has an equal length except for the last one,

thus,
∑Nj−1

t=1 sj(t) = T and
∑NW

t=1 s
W (t) = TW < T . The reason we divide the signal in

such a way is that we want to have equal time windows even when processing di�erent

signals. In this way, when working with R{R interval signals obtained from di�erent

subjects and possibly having di�erent lengths, we know that the segmentation process

will output windows of equal length. Furthermore, as explained in the beginning of this
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(a) Mean R{R (b) Mean HR (c) Interval Di�erence

Figure 3.3: Examples of simple variable measurements for 49 time windows, each one

having a 30 minute length.

section, the last window is also viewed as a segment whose length is equal to T with the

di�erence T − TW being eventually treated as noise.

Figure 3.2 depicts an example of a signal segmentation. In this example, the R{R

interval signal from �gure 3.1 is segmented into W = 12 time windows, each having a

length of than T = 7200 seconds except for the last one, whose length is TW = 2536.

3.2 Calculating the HRV Measurements

In chapter 2, section 2.3, we introduced some known HRV measurements. In this section

we present those who belong to the class of Time Domain methods, as described in

section 2.3.2. In particular, we present the computation of simple variables and statistical

methods (sections 2.3.2 and 2.3.2). We compute each measurement over the ordered

set S that contains the time windows obtained by processing the signal as described in

the previous section. The output of each computations is governed by one user de�ned

parameter; the length of the time window T .

Therefore, given an R{R interval signal s(t) and a time window length T , the �rst two

steps are the pre processing steps, where s(t) is transformed into the ordered set S. The

following nine measurements can be computed over S, resulting to nine new signals, that

will de generally referred to as measurement signals, so that they are not confused with

s(t), i.e. the R{R interval signal.

• The mean R{R, M(x).

• The mean Heart Rate, H(x).

• The di�erence between largest and shortest interval, D(x).

• The SDNN, V (x).

• The SDANN, A(x).

• The SDNNi, I(x).
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(a) Standard Deviation

(SDNN)

(b) Standard deviation of the

average interval (SDANN)

(c) Average of the standard

deviation (SDNNi)

Figure 3.4: Examples of statistical measurements for 49 time windows, each one having

a 30 minute length. For the SDANN and the SDNNi, the small windows have a 5-minute

length.

• The RMSSD, R(x).

• The NN50 and pNN50, F (x) and P (x).

Note that we have decided to measure the evolution of all these markers, which implies

that measurements such as the SDANN, SDNNi, RMSSD, usually computed on a 24-

hour recording, are calculated over much smaller time windows. Our motivation behind

this choice, as explained in the introduction, is to convey whether we can extract new

information using di�erent variations of parameters, such as the length of the time window.

To illustrate each resulting measurement signal, we provide an exemplary ordered set

S ′, that corresponds to the pre-processing of the R{R interval signal of subject number

52 of the NSR database (reference), the same one that was used in �gures 3.1 and 3.2.

The set S contains W = 49 time windows whose length is T = 1800 sec (30 minutes).

Chapter 4 includes all sets of experiments.

We can see the evolution of the simple time domain variables on �gure 3.3. Figure

3.3a shows the mean R{R interval signal M(x) that was computed for S ′. In �gure 3.3b

we can observe the evolution of the mean HR H(x), while �gure 3.3c illustrates I(x), i.e.

the di�erence between the largest and the shortest interval for each time widow. An early

and obvious remark that can be made, is that the mean R{R is the inverse of the mean

HR.

Statistical measurements are displayed on �gure 3.4. We can observe the SDNN signal

V (x), the SDANN signal A(x) and the SDNNi signal I(x). The �rst two signals seem to

be similar, while the range of the SDNNi signal is smaller than the other two.

Figure 3.5 shows statistical measurements that obtained from interval di�erences.

Again, this class of signals shares a common pattern. As expected, the NN50 and pNN50

signals F (x) and P (x) convey the exact same information, which is why only P (x) is

re�erenced in the results.

The following subsections describe in a more detailed way how each measurement was
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(a) Root of the Mean

Squared Successive interval

Di�erences (RMSSD)

(b) Number of successive

interval di�erences greater

than 50ms (NN50)

(c) Percentage of successive

interval di�erences greater

than 50ms (pNN50)

Figure 3.5: Examples of statistical measurements based on successive interval di�erences

for 49 time windows, each one having a 30 minute length.

computed. Recall that N j is the size of the jth time window (the number of intervals)

and W is the cardinality of S (the number ot time windows).

3.2.1 Mean R{R

The mean R{R consists of �nding the mean R{R interval over a discrete and continuous

time window. Given an R{R interval signal set S, we compute the mean R{R over each

segment sj(t) in S to obtain M(x).

M(x) =
Nx∑
t=1

sx(t)lx(t); for each x = 1; : : : ;W (3.1)

3.2.2 Mean HR

The Heart Rate and its computation has been de�ned and analysed in chapter (reference),

section (reference). Accordingly, we obtain the mean HR in by calculating the mean Heart

Rate that corresponds to each time window in S. To do so, we use the previously computed

mean R{R interval, M(x) as presented in the following equation.

H(x) =
M(x)

Nx
; for each x = 1; : : : ;W (3.2)

3.2.3 Di�erence Between Largest and Shortest Interval

Calculating this measurement is fairly straightforward, as seen in equation 3.3. It amounts

to �nding the largest interval that is not noise and subtracting from that value the shortest

interval that is not noise. Naturally, it is computed for each time window.

D(x) = max (sx(t)lx(t))−min (sx(t)lx(t)) for each x = 1; : : : ;W (3.3)
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3.2.4 SDNN

Even though the standard deviation of the R{R interval signal is usually a single number

calculated over the whole signal, we compute V (x) fore each time window. Let Nx′ =∑Nx

t=1 l
x(t) be the number of intervals that are not noise, and �x = 1

Nx′
∑Nx

t=1 s
x(t)lx(t),

their average, the SDNN signal V(x) is calculated in the following manner.

V (x) =

√√√√ 1

Nx′ − 1

Nx∑
t=1

∣∣∣∣(sx(t)− �x
)
lx(t)

∣∣∣∣2 (3.4)

3.2.5 SDANN

As described in subsection 2.3.2, the SDANN describes a standard deviation value. In

particular, the R{R interval signal is divided into 5-minute segments, the average value per

segments is calculated, and the SDANN is the standard deviation of these average values.

Usually the signals are large, 24-hour recordings, whereas in our signals we calculate the

SDANN for each time window. Thus, each sj(t) is segmented into smaller time windows,

in the same way described in subsection 3.1.2.

This means that each time window is in its turn is transformed into a set Sj of smaller

time windows. The new composition of the ordered set of signals S is described by

equations 3.5 and 3.6.

Sj = {(sj1(t)lj1(t)); (sj2(t)lj2(t)); : : : ; (sjW
j

(t)lj
Wj

(t))} (3.5)

S = {S1; S2; : : : ; SW} (3.6)

The next step is to compute the mean R{R, M j(y) as described by equation 3.1, for

each set Sj, hence, equation 3.6 becomes

S = {M1(y);M2(y); : : : ;MW (y)}: (3.7)

Now, W j denotes the length of each mean R{R signal M j, j = 1; 2; : : : ;W . To obtain

A(x), we need to calculate the standard deviation of each M j. Let �x = 1
Wx

∑Wx

y=1M
x(y)

be the mean of each M j. Equation 3.8 describes the �nal calculation of A(x).

A(x) =

√√√√ 1

W x − 1

Wx∑
y=1

|Mx(y)− �x|2 (3.8)

3.2.6 SDNNi

The SDNNi is the average of a series of standard deviation measurements (over small

windows), thus it is a measurement that also requires a second segmentation per time

window. Proportionally to the computation of the SDANN described in subsection 3.2.5,
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the standard deviation per small segment is calculated, and the SDNNi is the average of

these values.

Consequently, each signal sj(t) is segmented into smaller segments as previously de-

scribed by equations 3.5 and 3.6. For each ordered set Sj, the SDNN signal V j(y) is

calculated as in equation 3.4, and S becomes:

S = {V 1(y); V 2(y); : : : ; V W (y)}: (3.9)

Once more, W j denotes the length of each SDNN signal V j, j = 1; 2; : : : ;W . The

SDNNi signal I(x) is given by equation 3.10.

I(x) =
1

W x

Wx∑
y=1

V x(y) (3.10)

3.2.7 RMSSD

The RMSSD is a statistical measurement that describes the square root of the mean

squared di�erences of successive N{N (R{R) intervals. Much like other statistical mea-

surements, it is computed over 24-hour recordings.

LetNx′ =
∑NX

t=2 l(t)l(t−1) denote the number of di�erences of successive R{R intervals

that do not include any interval labelled as noise. We compute the RMSSD signal R(x)

over each time window in the following way.

R(x) =

√√√√ 1

Nx′

Nx∑
t=2

[(
sx(t)− sx(t− 1)

)
l(t)l(t− 1)

]2
(3.11)

3.2.8 NN50 and pNN50

The NN50 and pNN50 are grouped together, since their result conveys the same informa-

tion, their only di�erence being the measurement unit, which is a number for NN50 and

a percentage for pNN50. In chapter 4, only the pNN50 signal P (x) is presented.

The NN50 marker measures the number of interval di�erences having a value greater

than 50ms. We compute this number as follows.

Consider the function pj(t) over a time window (sj(t); lj(t)).

pj(t) =

{
1 if

(
sj(t)− sj(t− 1)

)
lj(t)lj(t− 1) > 0:05

0 if n otherwise

Hence, p is equal to one if the di�erence between successive R{R intervals that are

labeled not noise is greater than 50ms. Consequently, if Nx′ =
∑NX

t=2 l(t)l(t − 1) is the

number of di�erences of successive R{R intervals that do not include any interval labelled

as noise, F (x) is computed by equation 3.12, and P (x) by equation 3.13.
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F (x) =
Nx∑
t=2

px(t) (3.12)

P (x) =
1

Nx′

Nx∑
t=2

px(t) (3.13)

Remark 3.2.1. We calculate each measurement in a way that makes it a series of successive

values, which is why we choose to represent it as a signal. The length of the segments (as

well as the length of the smaller segments described in subsections 3.2.5 and 3.2.6) are

parameters of our computations.

Remark 3.2.2. We chose to represent the noise in a way that keeps the time continuity of

the R{R interval signal, so that it has the same length in seconds before and after the pre-

processing. On the other hand, we use the label values to exclude it from computations,

as if it did not exist in the �rst place. What we mean to express is that noisy records may

be included in the segmentation process so that one R{R interval (or measurement) signal

can be compared to another, however the noisy intervals must not interfere with the HRV

marker values. Imagine the case where, while a subject is asleep, he or she moves in a

way that disrupts the recording. The R{R interval signal portion corresponding to that

period is not to be taken into account. Yet, if two events have occurred, one before and

one after that disruption, they should have the correct amount of seconds between them.

3.3 Alignment Methods

In the preceding sections we described how each R{R interval signal is pre-processed

(section 3.1), which Time Domain measurements are studied in this work and how they

are derived (section 3.2). For each si(t) we extract nine discrete measurement signals.

In this section we examine the case where we have a set of signals {s1(t); s2(t); : : : ; sI(t)},
that come from the same dataset. We also assume that these R{R interval signals corre-

spond to at least 24-hour recordings.

3.3.1 The Importance of Alignment:Usual Methods

Cases that include R{R interval signals or measurement signals coming from 24-hour

recordings are abundant in clinical researches, and a few examples, such as (REFER-

ENCES) have already been discussed in previous chapters. It is thus safe to say that

when such a set is to be used in a research, either the average signal will be computed,

or the set will be split into subsets that share common characteristics and the average

measurement signal will be computed for each group.

An issue that arises upon calculating the average measurement signal, or even the

average R{R interval signal, is the de�nition of a starting point for each signal. The

signals we are studying are recorded from live subjects, hence, when we seek to compute
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(a) Signal set Sa (b) Signal set Sb (c) Signal set Sc

Figure 3.6: R{R interval signals coming from three subjects, a, b and c. The signals have

been pre-processed, and the displayed signal is without noise. Yellow triangles denote the

segmentation point. The time window length is T = 3600 sec

the average, we have to assume that all the recordings start at the same time of the day.

Moreover, it would be normal to assume that the synchronization needs not always to be

based on the horological time, but rather, either on a common event, or according to a

common pattern.

Suppose a simple example including three subjects: subjects a, b and c and their cor-

responding R{R interval signals, sa(t), sa(t) and sc(t). Figure 3.6 show the pre-processed

ordered signal sets Sa(t), Sb(t) and Sc(t). For each signal, we compute the Mean HR

signal Hi(x) (i ∈ {a; b; c}).
The resulting measurement signals can be seen on �gure 3.7a. We can already remark

that subjects a and c exhibit a similar pattern after the 9th time window, however they

seem to be out of synch by about two time windows. The mean HR values of subject b

are lower than the other two, but we can observe an increase that lasts 3 time windows,

from the 18th to the 20th. The same increase occurs for subject a between time windows

15 and 17, and for subject c between time windows 17 and 19.

For these three measurement signals, we compute the corresponding average measure-

ment signal, H(x), in the following simple way.

H(x) =
I∑

i=1

Hi(x) (3.14)

In this example, I = 3. We can see the resulting average signal H(x) on �gure 3.7b. A

�rst examination of this �gure provides us with a noticeable remark. We can observe that

the average value of the last time window is much di�erent from the average value of the

�rst, something that we do not see in �gure 3.7a, where the value of the last time window is

close to the value of the �rst one. This is due to the fact that the duration of the recording

corresponding to subject b is shorter than the other two recordings, hence the last time

window of Sb is empty, i.e. all labels l
j=24
b (t) are noise, lj=24

b (t) = 0 ∀ t ∈ {1; 2; : : : ; N24}.
To solve this issue, one might not consider the last time window at all, which would

cause the resulting signal to end close to where it starts. Yet this means discarding
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(a) Measurement signals Ha(x), Hb(x), Hc(x) (b) The average, H(x) without alignment

Figure 3.7: Mean HR signals computed from Sa, Sb and Sc. The average signal H(x) has

been computed with no alignment.

information from subjects a and c. Moreover, if we generalize this example to a larger set

of signals, the amount of discarded information could be higher.

Another comment that can be made is that, in this example, the slight misalignment of

the signals does not have a signi�cant e�ect on the outcome of the averaging. Nevertheless,

in an extreme case where the recordings would be completely misaligned, the average

measurement signal could turn out to be completely di�erent from the individual signal

patterns. In that case, the researcher is faced with one of two solution. Either perform

some manual averaging of the data, or discard the dataset and obtain a new one, if

available.

To avoid removing any information, we have manually aligned the three Mean HR

signals, using the edges corresponding to the previously mentioned increases in the value

of the measurement signal. The three aligned measurement signals are depicted in �gure

3.8a. The three measurement signals now appear to be synchronised with respect to their

patterns. The increase is much more noticeable in the resulting average signal H(x), seen

on �gure 3.8b, and the di�erence between the last and the �rst time window is now less

pronounced.

We can thus reach the following initial conclusion. For a set of R{R interval signals

that correspond to di�erent subjects, the alignment must have a reference point. It is

safe to assume that, this reference point can depend on the nature of the data, and the

signals may not always be aligned.

The aim of this work is to propose automated alignment methods that respect the

pattern of the given R{R interval signals. We therefore present the two following methods;

The Puzzle Piece Alignment Method, and the Event Based Alignment Method.
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(a) Measurement signals Ha(x), Hb(x), Hc(x) (b) The average, H(x) with alignment

Figure 3.8: Manual alignment of the Mean HR signals Ha, Hb and Hc, with respect to

the three visible edges between the 15th and 20th time windows seen in �gure 3.7a.

3.3.2 The Puzzle Piece Alignment Method

A �rst approach when trying to manually align two signals, is to treat them like puz-

zle pieces; move them until they match. This initial idea resulted in the Puzzle Piece

Alignment Method (PPA). A simple way to sum up the PPA method, is to say that each

signal is treated like a puzzle piece: one by one, signals are added into the pool of aligned

signals, so that in the end of the process, they all match.

Analysis

To describe the way we �t two signals, we need to describe what we perceive as the

minimum distance between them. Assume that we have two discrete �nite signals of

equal length, m1(x) and m2(x); x ∈ [0;W − 1]. We de�ne as pointwise distance between

m1(x) and m2(x) the average pointwise absolute di�erence between those two signals,

d = 1
W

∑W−1
x=0 |m1(x) − m2(x)|. We can thus de�ne a pointwise distance function with

respect to n ∈ [0;W − 2] as follows:

d(n) =
1

W

W−1∑
x=0

|m1(x)−m2((x+ n)mod(W )| (3.15)

We have de�ned our pointwise distance function using the euclidean distance between

two points as our basis. To establish whether this function has a minimum or not, we

proceed by analysing its derivative, to see under which circumstances there exists a value

of n for which @d(n)
@n

= 0.

The pointwise distance function described in 3.15 is minimized with respect to n when
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its derivative is equal to zero:
@d(n)

@n
= 0 (3.16)

Upon deriving d(n) and substituting the result to 3.16 we obtain

@

@n

W−1∑
x=0

|m1(x)−m2((x+ n)mod(W )| = 0 (3.17)

Instead of writing the modulo W operation, we assume without loss of generality

that the signals repeats themselves in�nitely every W values, which means that mi(x) =

mi(x+W ), i ∈ {1; 2}, ∀x ∈ Z . We de�ne the following function:

a(x; n) =

{
|m1(x)−m2(x+ n)| when m1(x) 6= m2(x+ n)

0 when m1(x) = m2(x+ n)

This allows us to write 3.17 in the following way.

W−1∑
x=0

@a(x; n)

@n
= 0 (3.18)

We study the partial derivative of a(x; n).

@a(x; n)

@n
=


m1(x)−m2(x+n)
m1(x)−m2(x+n)

= 1 when m1(x) > m2(x+ n)
m2(x+n)−m1(x)
m1(x)−m2(x+n)

= −1 when m1(x) < m2(x+ n)

0 when m1(x) = m2(x+ n)

(3.19)

Observe that the left part of equation 3.18 becomes a summation of terms that are

now equal to 1,-1 or 0, and can be rewritten as:

1 + 1 + · · · − 1− 1 · · ·+ 0 + 0 · · · =W (3.20)

Furthermore, for the pointwise minimum distance function d(n) to have a minimum,

we need W to be equal to 0. If this is true, then equation 3.20 becomes:

W+ · 1 +W− · (−1) +W 0 · 0 = 0⇒ W+ = W−

What we can conclude from the above analysis, is the following. Let m1(x) and m2(x)

be two discrete �nite signals and let n∗ be such that:

m1(x) = m2
(
(x+ n∗)mod(W )

)
∀ x ∈ [0;W − 1]

In this case, the pointwise distance function has a minimum at n∗, which is equal to

zero, since:

@a(x; n∗)
@n

= 0 ∀ x ∈ [0;W − 1]

Furthermore, this means that the two signals have also the same mean.
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Algorithm: PPA

Input: A number I of mean HR signals M1(x); : : : ;M I(x) of equal size W .

Output: The aligned mean HR signals M1(x); : : : ;MI(x)

1: for i = 1; : : : ; I do

2: � = avg{M i(x)}
3: M̃ i(x)←M i(x)− �

4: M1(x)←M1(x)

5: M(x)← M̃1(x)

6: for i = 2; : : : ; I do

7: m(x)← M̃ i(x)

8: D =∞, n = 0

9: for j = 1; : : : ;W − 1 do

10: d = avg|M(x)−m
(
(x+ j) mod (W )

)
|

11: if d < D then

12: D = d

13: n = j

14: M(x)← avg|M(x)− M̃ i
(
(x+ n) mod (W )

)
|

15: Mi(x)←M i
(
(x+ n) mod (W )

)
16: return M1(x); : : : ;MI(x).

Algorithm 1: The Puzzle Piece Alignment Algorithm

Remark 3.3.1. In our work, we assume for the PPA algorithm that the processed signals

have the same pattern, thus if the pointwise minimum distance between two such signals

is to be found, they need to have the same mean.

The Algorithm

The PPA algorithm accepts a set of mean HR signalsM i(x) that correspond to I subjects

as its input. For each M i(x), we �rst calculate its mean �i and extract it, so that their

mean is the same and equal to zero. Then, starting from the �rst normalized signal

M̃1(x), we create an average normalized signal M(x), and for each normalized signal

M̃ i(x); i ∈ {2; : : : ; I} we calculate the index ni that generates the minimum pointwise

distance Di between M(x) and M̃ i(x). The index ni is used to generate the aligned HR

signal, Mi(x) = M i(x + ni), which is the output of the PPA algorithm. Note that, for

i = 1, n1 = 0, since the �rst signal serves as a reference point.

The PPA method is presented in algorithm 1. Our algorithm thus performs a greedy

search to �nd the global minimum of the pointwise distance function between the averaged

curve and each new mean HR signals. If no global minimum exists, it returns the �rst

local minima it �nds. The complexity of PPA is O(IW).
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3.3.3 The Event Based Alignment Method

The PPA algorithm assumes that all signals have the same, or, a very similar behaviour.

As we have already stated in chapter 2, section 2.4 this is not always the case. Often,

the inherent circadian cycle di�ers between two people. Furthermore, the signal could

be disturbed by phenomena that cause an acceleration or a deceleration of the heart

beat, like, among others, physical exercise, anxiety, and undetected heart conditions. The

Event Based Alignment (EBA) algorithm was developed to categorize and align signals

like that, by detecting features in each signal and categorizing them accordingly.

Analysis

We name events the features we have selected to use for the categorization process. An

event can be informally described as a short-timed and important increase of the mean

HR signal, in such a way that it can be detected as an edge by an edge detector.

In this work, we use the Optimal Edge Detector to detect events in the signal. The

Optimal Edge Detector was developed by Deriche in 1987 [40]. While it was designed for

two dimensional signals, i.e. 2D images, it can be used to detect edges in 1D signals as

well.

The algorithm uses a �lter f(x) to detect the edges in the signal, while smoothing it

at the same time. For each signal M i(x), the �lter f(x) is convolved with M i(x). The

product of that convolution is a the �rst derivative of a smoothed M i(x). The �lter has

the following form:

f(x) = Sxe−�|x| (3.21)

Note that f(x) approximates the �rst derivative of a Gaussian function, which is, a

smoothing function. Let [−C;C] be the convolution window. The S variable is computed

as a function of � as follows:

S = − 1∑C

k=−C k
2e−�|k|

(3.22)

Thus, we detect events by convolving the signal M i(x) with the �lter f(x), and count

the number of peaks in the convolved signal. Let Ei de�ne the number of events detected

in signal M i(x). E is computed in the following way.

Ei = number of local maxima in: (M i ∗ f)(x), x ∈ [0;W − 1] (3.23)

The only parameter of the �lter, parameter �, reects the localization ability and

accuracy of the edge detector. Generally, when � has a small value, the real edges in the

signal are accurately detected and separated from noise, but the resulting derivative has

less pronounced peaks. Larger values of � should give a derivative with more and sharper

peaks, that however may contain noise.
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(a) Mean R{R signal. Time window length: T=1800 sec

The �lter f(x)

(b) � = 0:01 (c) � = 0:1 (d) � = 1

The convolution output

(e) � = 0:01 (f) � = 0:1 (g) � = 1

Figure 3.9: The result of convolving the signal of �gure 3.9a with the �lter f(x), using

di�erent values for �

An example is presented in �gure 3.9. Figure 3.9a shows the original signal, which

corresponds to the 52nd subject of the Normal Sinus Rhythm database (described in chap-

ter 4.1). The signal is convolved with three di�erent instances of the �lter, corresponding
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(a) Range: � ∈ [0:001; 91] (b) Range: � ∈ [0:05; 0:2]

Figure 3.10: The mean of the number of detected peaks for all signals in our database

with respect to the parameter �. The two �gures show two sets of ranges for �; a large

range on the left, and a smaller one on the right.

to three di�erent values. We can observe that a very small value of � causes a distur-

bance in the extremities of the generated curve, which translates in a small increase in

the number of detected peaks. That phenomenon can be attributed to the shape of the

convolution �lter for such small values (�gure 3.9b). For an intermediate value of �, we

can see in �gure 3.9f that the generated output yields one peak in the end of the curve.

That peak corresponds to the sharp increase, i.e. the event, observed in the end of the

signal (�gure 3.9a). This would be the desired output of the edge detecting subroutine

of the algorithm. The last �lter in �gure 3.9d produces a larger number of peaks; that

number is, nevertheless, sensitive to small increases as well.

While it is common to set the parameter � to be equal to some value and use it for

all convolutions, we assign a value �i for each signal M i(x). To compute the value �i, we

take advantage of the fact that very small values of � cause a few peaks to appear at the

extremities of the output of the convolution, and use a wide range of possible values to

�nally select the one that generate the minimum amount of peaks. Thus the value of ai

is simply computed with the use of equation 3.23.

To obtain a visual evaluation of this selection method, we have plotted the mean Ei

with respect to the values of �, for all the signals in our database (chapter 4, section

4.1). Figure 3.10a presents that curve for a wide range of values between � = 0:001 and

� = 91. As expected, the minimum number of peaks is located in the range presented in

�gure 3.10b.
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In consequence, each signal has its own �lter f i(x), and equations 3.23 3.21 and 3.22

become:

Ei = number of local maxima in: (M i ∗ f i)(x), x ∈ [0;W − 1] (3.24)

f(x) = Sixe−�
i|x| (3.25)

Si = − 1∑C

k=−C k
2e−�i|k|

(3.26)

We can now formally de�ne events and their corresponding values.

De�nition 3.1. An event is de�ned as a point �ik in the signal M i(x), i ∈ [1; : : : ; I],

k = [1; : : : ; Ei], such that (f i ∗M i)(�ik) is a local maximum. If (f i ∗M i)(x) has no local

maximum, then �ik = 0

De�nition 3.2. The value vik of an event �ik is de�ned as vik = (f i ∗M i)(�ik)

Remark 3.3.2. The value vik of an event is directly related to the length of the correspond-

ing edge in the signal. Hence, a larger value denotes a larger increase, whereas a smaller

value denotes a smaller increase.

Remark 3.3.3. The value of Ei is used to di�erentiate patterns in a set of signals, to allow

the EBA algorithm to be as exible as possible in comparison to PPA. The events are used

in two ways; the number of detected events serves as a classi�cation feature, while the

largest value vik denotes the event that will serve as the starting point for the alignment

of the signal. Note that the events are ordered in a decreasing way with respect to their

value, hence �i1 corresponds to the maximum value vi1, v
i
1 =max{vik}.

Remark 3.3.4. Even though we imply the events to correspond to transition between the

awake state and the asleep state, it is not explicitly stated in the context of the present

research. There is however no reason to believe that the event with the highest value is

not related to act of waking up in the morning (with respect to each individual's sleep

cycle).

The Algorithm

The EBA algorithm accepts a set of mean HR signals M = {M1(x); : : : ;M I(x)} as its
input and returns four setsM`; ` ∈ {1; 2; 3; 4}, with

⋂4
`=1M` = ∅ and

⋃4
`=1M` =M. We

denote by M the set M = {M1(x); : : : ;MI(x)}, where Mi(x) = M i(x + �i1) the aligned

mean HR signals. The three �rst set correspond to the three more frequent values of Ei,

whereas the fourth set contains the remaining signals. Recall that Ei denotes the number

of detected events for each signal.

The EBA algorithm is presented in algorithm 2, and its subroutines in 3. It proceed

in two steps.
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Algorithm: EBA

Input: A setM of mean HR signalsM = M1(x); : : : ;M I(x) of equal size W .

Output: Four setsM` of aligned mean HR signals Mi(x), ` ∈ {1; 2; 3; 4}

Step 1: The Classi�cation Process

1: E := {∅}
2: for each M i(x) in M do

3: [Ei; �i1] = Classify(M i(x))

4: E := E + {Ei}
5: L` = RecoverLabels(E)

Step 2: The Circadian Alignment Process

6: for ` = 1; : : : ; 4 do

7: M` := {∅}
8: for each M i(x) in M do

9: M(x) := ∅
10: for ` = 1; : : : ; 3 do

11: if Ei = L` then

12: M(x) = M i(x+ �i1)

13: M` := {M(x)}
14: if M(x) = ∅ then
15: M(x) = M i(x+ �i1)

16: M4 := {M(x)}
17: return M1; : : : ;M4.

Algorithm 2: The Event Based Alignment Algorithm

• Step 1. The Classi�cation process

• Step 2. The Circadian Alignment process

During the Classi�cation process, each mean HR signal M i(x) is assigned an �i value,

and according to that, the values of Ei, �i1, and vi1, are resolved for each signal. Finally, a

label L`, ` ∈ {1; 2; 3; 4} is associated to each signal, where the three �rst labels correspond
to the three most frequent Ei values in descending order, and the last label to the al the

rest. Hence, if we denote by E`, ` ∈ {1; 2; 3} those three values, the algorithm classi�es

mean HR signals as follows. For each signal, if Ei = E`; ` ∈ {1; 2; 3}, then L` = E` and

L` := L` +M i. If Ei 6= E` ∀ ` ∈ {1; 2; 3}, then L` = −1 L4 := L4 +M i

The Circadian Alignment Process aligns each signal according to the event �ik that

yields the highest value vik. As previously established vi1 =max{vik}. Therefore, for each
M i(x), Mi(x) = M(x+ �i1).
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Subroutine: Classify

Input: A signal M(x)

Output: The number Ei of detected events, the maximum value event ei1

1: for each M i(x) ∈M do

2: �i = 0:01

3: a = inf

4: for � = 0:05; 0:051; 0:052; : : : ; 0:2 do

5: lmax(�)=number of local maxima {(f ∗M)(x)}
6: if lmax(�)<a then

7: a=lmax(�)

8: �i = �

9: for i = 1; : : : ; I do

10: � = �i

11: Ei = number of local maxima {(f ∗M)(x)}
12: ei1 = xmax, where vi1 =max{(f ∗M)(x)} and (f ∗M)(xmax) = vik
13: return Ei; ei1.

Subroutine: RecoverLabels

Input: A set E = {E1; : : : ; EI} of number of detected events.

Output: Four labels L1; L2; L3; L4

1: Count the frequency of appearance of each Ei

2: L1;2;3 = The three most frequent Ei values in descending order

3: L4 = -1

4: return L1; L2; L3; L4.

Algorithm 3: Subroutines for the Event Based Alignment Algorithm
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Chapter 4

Experimental Results

4.1 Database Description

4.2 Framework

4.3 The Alignment Process

4.4 The Classi�cation Process

4.5 Aligning HRV signals

4.1 Database Description

To run our experiments, we use three di�erent databases that contain annotated R{R

interval signals from long term ECG recordings. All signals are annotated to indicate

whether a record is a normal beat, i.e. consistent with Normal Sinus Rhythm. All three

databases are included in the Physionet Data Bank archives [1] 1. The �rst one includes

healthy, asymptotic patients, the second includes subjects that su�er from Congestive

Heart Failure (CHF), and the last one contains subjects from the Cardiac Arrhythmia

Suppression Trial (CAST) , a trial that included post MI patients. (see section 2.1), or

not. The three databases are:

• Normal Sinus Rhythm RR Interval Database (NSR) R{R Interval Database.

• The Congestive Heart Failure R{R Interval Database (CHF) R{R Interval Database.

• The CAST R{R Interval Sub-Study Database [41].

1http://physionet.org
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#rec Avg min Max Age Time

NSR 54 23,69 21,37 24,22 28,5 to 76 No

CHF 29 22,18 17,02 24,02 34 to 79 No

CAST RR Ea 262 23,51 10,39 26,48 - Yes

CAST RR Eb 262 23,43 8,74 26,48 - Yes

CAST RR Fa 207 23,36 18,20 26,24 - Yes

CAST RR Fb 207 23,57 19,12 26,49 - Yes

CAST RR Ma 266 23,43 0,99 25,96 - Yes

CAST RR Mb 266 23,18 10,14 25,96 - Yes

Table 4.1: Statistics for each database.

#rec = Number of recordings, Avg = Average length (h), min = Minimum length (h),

Max = Maximum length (h), Age = Range of age for subject, Time = Available horo-

logical time for the beginning of recordings.

4.1.1 The Normal Sinus Rhythm R{R Interval Database

The NSR database includes annotated R{R intervals from long term ECG recordings that

were obtained from 54 subjects. The recordings were digitized at 128 samples per second

and an automated analysis along with manual review and correction was performed to

obtain the beat annotations. The starting times in this database are not speci�ed. Only

the normal beats are taken into consideration for each subject.

As we can see in table 4.1, the minimum length and maximum length of a record

is 21; 37 hours and 24; 22 hours respectively, that is, this dataset has su�ciently long

recordings to establish circadian heart rhythm. Figure 4.1a displays a bar graph showing

the percentage of noisy R{R intervals versus all the R{R intervals in the record, for each

record. The largest amount of noise in a recording corresponds to 14; 9%. The average

noise in the recordings is 2; 48%.

The following researches have also made use of the NSR database [42, 43, 44, 45].

4.1.2 The Congestive Heart Failure R{R Interval Database

The CHF database contains 29 R{R interval signals obtained from long-term ECG record-

ings. The subjects in this database all su�er from CHF (New York Heart Association

classes I, II, and III). Note that, as mentioned in chapter 2, section 2.3, HRV markers,

namely the SDNN, can be used as a tool in the prognosis of CHF. The recordings were

digitized at 128 samples per second and an automated analysis along with manual review

and correction was performed to obtain the beat annotations.

The largest recording has a length of 24,02 hours whereas the smallest has a length

of 17,02 hours. This is an important di�erence, and we will see later how the algorithm

performs when there are recordings in the dataset that have a smaller length than the

others. The average noise in the signals is 2; 8%, whereas the largest amount of noise is

equal to 15; 65%. Figure 4.1b shows the bar graph of noise per recording.
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(a) NSR database.

(b) CHF database.

Figure 4.1: Bar graphs showing the percentage of noise in the signal for each subject in

the NSR and CHF databases. The green and red coloured bars respectively indicate the

largest and smallest recording in length.
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Researches that have also made use of the CHF database include [46, 47, 45].

4.1.3 The CAST R{R Interval Sub-Study Database

The CAST R{R database was obtained from a study designed to test whether the death

rate of MI survivors would improve upon suppression of asymptomatic or mildly symp-

tomatic ventricular premature complexes (PVCs). These patients were grouped into four

categories and given three di�erent drugs to induce PVC suppression, Encainide, Fle-

cainide, and Moricizine, and a placebo drug. The CAST RR Interval Sub-Study Database

consists of RR interval time series from the pre-treatment and on-therapy recordings from

the patients in the three �rst groups. Hence, this databased is separated into six subcat-

egories.

• Subjects who received Encainide prior to receiving the drug (Ea Database)

• Subjects who received Encainide after receiving the drug (Eb Database)

• Subjects who received Flecainide prior to receiving the drug (Fa Database)

• Subjects who received Flecainide after receiving the drug (Fb Database)

• Subjects who received Moricizine prior to receiving the drug (Ma Database)

• Subjects who received Moricizine after receiving the drug (Mb Database)

The databased has been scanned by an experienced arrhythmia analyst, who scanned

all the recordings using standard Holter analysis procedures. A second edit of the an-

notation �les was also made to identify and annotate all the improperly measured RR

intervals. The original ECG recordings are not available. For this research, only the beats

annotated as normal beats are taken into consideration. Furthermore, we kept only the

subjects whose recordings are available both before and after drug administration.

As we can see in table 4.1, all CAST RR datasets are large, about 5 and 10 times

larger than the CHF ans NSR datasets respectively, and present more irregularities. This

is precisely the reason why we have also included these signals in our research, that is, in

an attempt to test the e�ectiveness of the algorithm when for example among all signals,

there is one that only lasts an hour. This is the case for the Ma database (see table 4.1).

Of course, the average length of all signals is about 23,50 hours. For this dataset we also

have the time information available, i.e. the starting time for each recording, hence, we

will be able to compare and assess the accuracy of our algorithms.

Figure 4.2 demonstrates one histogram per dataset, where for each bin we have counted

the number of subjects that have the equivalent average noise in the signal. Observe that

the only cases where there are really noisy signals in the dataset are the Ea and Eb

datasets, where we can see in �gures 4.2a and 4.2b that in very few cases, the noise in

the signal exceeds 50%.
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(a) Ea database. (b) Eb database.

(c) Fa database. (d) Fb database.

(e) Ma database. (f) Mb database.

Figure 4.2: Histograms showing the percentage of noise in the signal for each subject

in the CAST R{R database. The green and red coloured bars respectively indicate the

largest and smallest recording in length.
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4.2 Framework

All experiments were performed on an Intel Core i5 processor. Every run of the algorithm

lasted at most 5min (this time was mainly observed when using the CAST RR datasets,

which include a larger number of subjects).

For every run of an algorithm, the input of is the mean HR signal H i(x), computed

according to sections 3.1 and 3.2.2 for each subject in the database. The only parameter

that is use de�ned in both our algorithms, is the length of the time window T . Thus, for

each dataset and for each algorithm, we used four values for T :

• T=10min

• T=20min

• T=30min

• T=60min

Recall that all other parameters are automatically de�ned. The total number of ex-

periments is: Number of datasets×Number of values for T = 8× 4 = 32

After computing the starting points for each signal, we compute the average H(x)

signal according to equation 3.14. For the EBA algorithm, we compute the average per

category. For each experiment, we present the following results:

• A random signal alignment, where the starting points for each signal in the datasets

are randomly selected.

• The alignment of the signals as they are. (no alignment criterion)

• The alignment using the horological time, when that information is available.

• The aligned signal using the PPA algorithm

• The aligned signal for all categories using the EBA algorithm

In the next section we report the above �rst set of results and discuss the e�ectiveness

of our algorithm with respect to the alignment they propose. We show a selected set of

experiments; the rest of the experiments are presented in the appendix (REFERENCE).

In section 4.4 we discuss the categorization of the signals as proposed by the EBA

algorithm.

In section 4.5 we present the e�ect of the alignments proposed by PPA and EBA for

the NSR database on the time domain measurements presented in chapter 3, section 3.2.
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4.3 The Alignment Process

The following cases demonstrate the performance of the PPA and EBA methods with

respect to other alignment criterion. We �rst present two cases where the PPA and EBA

methods were applied on a random alignment of the signals, created by a shu�e of the

starting points of the signals, to demonstrate both the e�ectiveness of the algorithms and

the importance of the alignment process in an signal averaging process.

Next, we evaluate the results of PPA and EBA using the available information in the

database. The NSR and CHF databases provide no horological information as to the time

of each recording, nevertheless, we make the assumption that they all start at the same

time. The CAST R{R database provides horological information for all signals, which we

use to manually align the signals. Our results show that we can achieve signal alignment

that is as good as the horological alignment. In some cases, our alignment algorithm

achieve even better results with respect to the circadian heart rhythm.

The observations we make with respect to the decrease and increase of the average

heart are based on the circadian rhythmicity of the heart rate, and the phenomena we

expect to see are those described in section 2.4. Thus, we assume that the average

patient, i.e. the averaged mean HR signal H(x) shows an important decrease in the sleep

state/awake state transition, and an important increase in the awake state/sleep state

transition.

Although such increases and increases can indeed occur due to di�erent phenomena, we

assume that they are individual and rare cases, and that the average signal of a database

remains una�ected. Nevertheless, if such phenomena should occur on a larger scale, our

results show that the EBA algorithm is be able to detect them and classify the signals

accordingly.

For the remainder of our comments, we also refer to the last part of the signals, where

the mean HR value decreases to increase again towards the end of the signal, as night

time. Speci�cally, for the results of the EBA algorithm, we refer to the beginning of the

signal as wakeup.

4.3.1 Comparing The Results of our Algorithms to a Random

Alignment

In this subsection we present two sets of results that demonstrate the alignment ability of

both our algorithms. For each dataset and for each signal in the dataset, we shu�e the

starting points so that the new starting point of each signal is di�erent. Thus, for each

H i(x), the new random signal is computed as follows:

H i
R(x) = H i(x+ ri) where ri is randomly selected, ri ∈ [0;W − 1]

The mean HR is computed from the resulting signals. Naturally, there is no time

correlation between signals with respect to any criterion in the mean HR shu�ed signal.

This random shu�e is meant to simulate the case where a research is to be conducted with
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(a) Random Alignment

(b) PPA result

(c) EBA result

Figure 4.3: Parameters: Database = NSR, T = 30 minutes. The �rst image repre-

sents an alignment of the subjects according to a random shu�e of the starting points.

The second and third �gures show the alignments proposed by the PPA and EBA algo-

rithm respectively, when their input is the set of unsynchronized signals produced by that

shu�ing process.
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24 hour HR of R{R interval signals of which, either the recording hours are unknown, or

they are known and they vary, possibly making the manual alignment time consuming.

Note that all our selected database fall into one of those categories. The recording times

for the NSR and CHF database are unknown, whereas the manual alignment of the CAST

R{R database with respect to horological time was a lengthy process.

The �rst set of results we present comes from the NSR database, for a time window

of T = 30 minutes.

The random shu�e of the signal is presented in �gure 4.3a. Observe that these is

absolutely no circadian pattern that can be resolved from this signal. The increases and

decreases of the heart rate are completely random.

We have given the shu�ed HR(x) signals seen in �gure 4.3a as an input to the PPA

algorithm. The result can be seen in �gure 4.3b. The di�erence between the two signals

is striking; The mean HR signal resulting from the PPA follows a clear circadian rhythm,

where the night time lasts 20 time windows, i.e. 10 hours since each time window equals

30 minutes.

Upon giving the same input to the EBA algorithm, we obtain the result depicted

in �gure 4.3c. Again, EBA manages to align the signal with respect to the circadian

rhythmicity of the heart rate. Night time, same as with PPA, lasts approximately 20

time windows. One of the great advantages of the EBA algorithm is that it automatically

aligns the HR signals with respect to wakeup time, which we consider to be the beginning

of the day.

The second set of results corresponds to the Ea algorithm for T = 30 minutes.

We repeated the same process as before; a random shu�e of the mean HR signals

H i
R(x) is performed to obtained an average mean HR signal. The result is seen in �gure

4.4a. Note again that the individual subjects signals are now completely uncorrelated.

The resulting average signal shows no circadian pattern.

We provide these shu�ed mean HR signals H i
R(x) as an input to both the PPA and

EBA algorithms. The results are shown in �gures 4.4b and 4.4c.

The PPA algorithm seems to have a harder time to align the signals. There is an

emerging circadian pattern present, however the increase and decrease of the mean HR

are not as steep as we expect them to be. Again, the PPA algorithm provides us with no

automatic way of determining a starting point that would correspond to the beginning of

the day.

The results of the EBA algorithm are much more realistic and in accordance with

circadian rhythmicity. EBA has detected two categories of subjects with respect to the

detected events. For the �rst category, one event was detected, whereas for the second

category two events occur for each mean HR signal. The circle markers denote the ap-

proximate time of detection. Upon observing the average signal that corresponds the

�rst category (one event), the circadian pattern is clear. Night time lasts around 20 time

windows, that is, 10 hours. Furthermore, night time begins about 27 time windows, i.e.

13,5 hours after wake up time.
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(a) Random Alignment

(b) PPA Alignment

(c) EBA Alignment

Figure 4.4: Parameters: Database = Ea, T = 30 minutes. The �rst image represents an

alignment of the subjects according to a random shu�e of the starting points. The second

and third �gures show the alignments proposed by the PPA and EBA algorithm respec-

tively, when their input is the set of unsynchronized signals produced by that shu�ing

process.
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For the second category (two events), it seems that there are two periods that could

be characterised as night time, the second (that ends when the signal ends) being more

pronounced. We argue that it is this set of subjects that causes the irregular behaviour of

the PPA algorithm. This category clearly demonstrates a di�erent circadian pattern than

the �rst one. Nevertheless, EBA aligns the signals regardless of the presence of irregular

circadian patterns among the original (and shu�ed) mean HR signals.

4.3.2 Comparing The Results of our Algorithms to the Horological

Alignment

The �rst set of results we use come from the CHF database, and the time window for the

plots shown in �gure 4.5 is equal to T = 10 min.

Figure 4.5a shows the result of aligning the signals using the information available in

the database. For the CHF database, it is assumed in all researches that the recordings

start at the same time, although the exact horological time is unknown. We can make

the following two observations.

As stated in section 2.4, we expect to see a circadian rhythmicity, outlined by a sharp

increase in the averaged signal that would demonstrate the transition between sleep state

and wake state. Such an edge is indeed seen between the 80th and the 138th window.

Since each time window is equal to 10 minutes, the 80th time window is approximately

13th hours after the beginning of the day and the 128th is the 23rd.

Hence, this implies that the average patient needs ten hours to wake up. Furthermore,

if we consider that the signals starts dropping from the 40th time window, that is, the 7th

hour from the beginning of the day, then for the average patient, the transition in and

out of the the sleep state has lasted 16 hours, which does not seem like a realistic result.

The second observation that can be made is that the end of the signal shows a great

variance, and does not correspond to the beginning of the signal. In a circadian cycle we

generally expect the last window to not be far from the �rst one. What is happening in

our case is that the last time windows are sparse, as most of the recordings stop after

the 22nd hour (see table 4.1). In particular, the last 60 minutes (6 time windows) of the

signal include less than 10 signals per time window.

In �gure 4.5b we can observe the result of the PPA algorithm. With respect to

the previous observations, we can see that the second issue is resolved without loss of

information. The PPA algorithm aligns the signals using all the information available,

and it seems that the signals are now distributed in such a way so that the end of the

signal does not contain any less recordings. The beginning and ending of the sleep cycle

is more apparent. Before the sleep cycle, the heart beats at a rhythm of 94 bpm, and in

the end of the sleep cycle we again reach the same level. During the sleep state, the mean

HR is ≈ 82 bpm. Nevertheless, the PPA algorithm still gives a large window for the sleep

phase; we can see that it still begins at the 40th time window and ends at the 140th time

window.

Upon applying the EBA algorithm, we obtain four categories of signals based on event
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(a) No Alignment

(b) PPA result

(c) EBA result

Figure 4.5: Parameters: Database = CHF, T = 10 minutes. The �rst image represents

an alignment of the subjects according to how each signal starts in the database. The

second and third �gures show the alignments proposed by the PPA and EBA algorithm

respectively.
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Number of events 2 1 3 -

Number of subjects 17 7 4 1

Table 4.2: Number of events and number of subjects per category for the CHF database,

where T = 10 min

count. In �gure 4.5c we present the three �rst categories and the corresponding number

of events detected. The fourth category has been omitted since it contains one subject

whose signal reported 5 events. Table 4.2 reports the number of subject per category.

We can see that, for all categories, the transition in and out of the sleep state is

distinguishable for the categories where 1 or 2 events have been detected, and it last less

time. When 2 events are detected, the descent seems to start at the 80th time window,

and ends when the signal ends, which corresponds to 10 hours. That transition lasts

longer when only 1 event is detected; indeed, it corresponds to the result we observed on

the PPA algorithm, i.e. a transition that lasts 13 hours. Finally, when three events are

detected, we can see that the mean HR does not vary much between the awake state and

the sleep state. The usual circadian pattern is not apparent either.

The next set of results presented comes from the NSR database. The time window T

is equal to 1 hour.

The NSR database, same as the CHF database, does not include any information as

to what time the recording begins. Nevertheless, we again assume that all the signals in

the database start at the same time. In �gure 4.6a we can see the result of averaging

the mean HR signals as they are found in the database. Observe that there is no clear

circadian HR rhythm, as we would expect to see. There is no clear di�erentiation between

the asleep and awake state. Moreover, the last time window contains information coming

from only one subject, which causes the last time window to have a much higher value

than the rest.

The result of the PPA algorithm can be seen in �gure 4.6b. The expected circadian

pattern is observed; there is a clear decrease and increase of the mean HR from the 8th

time window to the 21st time window. Furthermore, we can conclude that the algorithm

has e�ciently used the information from the last time window of �gure 4.6a, since there

is no apparent irregularity in the averaged signal.

A similar result can be observed in �gure 4.6c. The EBA algorithm has detected one

category, where the decrease starts around the 12th time window and the increase at the

end of the signal. We make the remark here that the EBA algorithm not only synchronizes

the signals with respect to the circadian HR rhythm, but it also holds a reference point, i.e.

the most signi�cant event. Thus, we can set the starting point automatically. This is not

possible with the PPA algorithm, where the starting point is random and the beginning

of the day must be manually annotated.

The third set of results we present come from the Fb database. The time window here

is set to T = 30 minutes.
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(a) No Alignment

(b) PPA result

(c) EBA result

Figure 4.6: Parameters: Database = NSR, T = 60 minutes. The �rst image represents

an alignment of the subjects according to how each signal starts in the database. The

second and third �gures show the alignments proposed by the PPA and EBA algorithm

respectively.
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Number of events 2 1 3

Number of subjects 136 69 2

Table 4.3: Number of events and number of subjects per category for the Fb database,

where T = 30 min

Number of events 1 2 -

Number of subjects 194 63 8

Table 4.4: Number of events and number of subjects per category for the Ma database,

where T = 20 min

The horological time of the recordings is available for all subsets of the the CAST

R{R database. We have used that information and aligned the signals according to the

horological time. The result of the alignment for the Fb database can be seen in �gure

4.7a. Here, the mean HR signal follows the human HR rhythmicity. The mean HR is

around 74 bmp during the awake state, which lasts 25 windows, i.e. 12,5 hours, and

during the sleep state we see it drop to 64 bpm.

The result of the PPA algorithm is displayed in �gure 4.7b. We can observe that PPA

does not capture the circadian rhythmicity as we see it when aligning the signals using

the horological time. However, the same observations can be made as to the values of the

mean HR during sleep state and awake state, which are bpm and 74 bpm respectively.

What di�ers is the duration of the transition in and out of the sleep state; it is shown

to last 35 time windows, that is, 17m,5 hours. However, the increase between sleep and

awake state is not as steep.

The alignment proposed by the EBA algorithm is much closer to the horological time

based alignment. EBA discovers three categories according two the number of events,

which can be seen on table 4.3. The category that contains the most subjects is the one

where 2 events were detected. Observe in �gure 4.7c that the second event is located

approximately between the �rst and the beginning of the day. There is a small decrease

at the 10th and a small increase at the 20th time window. At that time, the mean HR is

about 72 bpm. The mean HR drops to about 66 bpm after the 35th time window. We

can see that the circadian pattern here is di�erent than the one we usually observe. The

second category contains 69 subjects with 1 detected event. The pattern is very similar

to the horological alignment. The third category is not displayed, since it only contains

two subjects.

The fourth set of results belongs to the Ma database, where the time window is set to

T = 10 minutes. In �gure 4.8 we can observe the horological alignment (�gure 4.8a), the

alignment proposed by the PPA algorithm (�gure 4.8b), and the alignment proposed by

the EBA algorithm (�gure 4.8c).

We have selected to present this last case so as to demonstrate our results when

the mean HR signal that results from horological alignment does not follow an expected
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(a) Horological Alignment

(b) PPA Alignment

(c) EBA Alignment

Figure 4.7: Parameters: Database = Fb, T = 30 minutes. The �rst image represents

an alignment of the signals according to horological time; all signals are manually set to

start at 8:30am. The second and third �gures show the alignments proposed by the PPA

and EBA algorithm respectively.
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(a) Horological Alignment

(b) PPA Alignment

(c) EBA Alignment

Figure 4.8: Parameters: Database = Ma, T = 20 minutes. The �rst image represents

an alignment of the signals according to horological time; all signals are manually set to

start at 8:30am. The second and third �gures show the alignments proposed by the PPA

and EBA algorithm respectively.
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circadian pattern. Indeed, note that the mean HR signal in �gure 4.8a, where all HR

signals have been manually aligned to start at 8:30 am, shows an increase until the 30th

time window, that is 6:30 pm and then remains somewhat stationary for 30 time windows,

i.e. until midnight. Afterwards it is seen to decrease again. Such a behaviour can mean

that either the subjects have a phase shift in their circadian cycle, or that the horological

information is erroneous.

The PPA algorithm, seen in �gure 4.8b displays a shifted but similar behaviour. Here,

the apparent duration of the sleep phase is quite large as well, lasting about 50 time

windows, i.e. 13,5 hours.

The EBA algorithm divides the subjects of the database into 3 categories, listed on

table 4.4. The mean HR signals that corresponds to the �rst and second categories are

depicted in �gure 4.8b. In both cases, our algorithm has successfully managed to align

the signals with respect to the circadian HR rhythm. Furthermore, in both cases, the

signal apparently starts upon entering the awake state.

4.4 The Classi�cation Process

Database NSR CHF CHF Ea Ea Ea Eb Eb Eb

T (min) 10 10 20 10 20 30 10 20 30

Number 3 3 2 3 2 2 3 3 2

Database Fa Fa Fa Fb Fb Fb Ma Ma Ma Mb Mb Mb

T (min) 10 20 30 10 20 30 10 20 30 10 20 30

Number 3 3 2 3 2 2 3 2 2 3 3 2

Table 4.5: Cases where the EBA algorithm has detected more than one cate-

gory. Number denotes the number of categories detected for each database and value of

the parameter T (time length of window).

In this section we study the classi�cation proposed by the EBA algorithm. As men-

tioned in the previous section, we have selected not to include in our remarks the last

category produced by EBA. Recall that this category includes the uncategorised signals,

that is, signals that have a di�erent detected number of events than the other three cat-

egories. In all cases, only a very few number of signals belong to that category, a fact

that could imply that these signals are either too noisy, or the subject exhibits an unusual

circadian pattern.

Table 4.5 displays all the cases where EBA classi�es the signals into more than one

category. Note than, in our results, the cases where EBA unveils only one category

correspond to lengthier time windows. Furthermore, in those cases, only one event is

detected for each signals. Since we have inferred that this event corresponds to the

transition between asleep state and awake state, it is a somewhat expected outcome, one
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NSR CHF Ea Eb Fa Fb Ma Mb

Detected events: 1 185,24 194,15 199,70 187,41 199,13 187,67 217,53 217,43

Detected events: 2 188,94 219,04 196,60 197,01 194,88 183,84 203,04 199,90

Detected events: 3 184,76 205,98 206,29 200,51 194,59 184,69 198,71 207,09

Table 4.6: Areas below the curves of each signal, for T = 10 min

that reinforces our theory that the highest valued event is correlated with the waking up

of the subject.

When the time window T is smaller, the EBA algorithm creates more classes. As

we can observe in table 4.5, when T = 10 min, EBA detects three main categories; one,

two or three events has been detected for each category. The circle marker on each line

denotes the average moment when the event was detected, recovered by applying the edge

detector on the mean HR signal of each category. Naturally, one of the detected events

is found near the end of the day.

In �gure 4.9, we can see the results of EBA for all databases when T = 10 minutes.

One important observation that we can make here is that on �ve out of eight cases, during

night time, the mean HR signal corresponding to one event (red lines in �gure 4.9 is lower

than the mean HR signal associated with two events (pink line in �gure 4.9), which is in

its turn lower than the one corresponding to three events (blue line in 4.9). Moreover,

the one event signals are lower than all in 6 out of 8 cases, and as we will later see, this

also stands for most of the other combinations of database and parameters.

Recall that we refer to the beginning of the signal as wakeup. In general, when the

EBA algorithm detects two or three events, the second is generally detected between 6.5

and 10 hours after wakeup, whereas the location of the third event is more arbitrary.

For example, in �gure 4.9b the third event was detected in the middle of night time.

Nevertheless, the third evens seems to never be far from the second; in �ve out of six

cases it is detected before night time.

In table 4.6 we can have calculated the area under the curves from all three categories.

What we can see here is that generally, the areas do not di�er much. This is an encouraging

result; it would signify that the total energy spent by the heart for twenty four hours is

una�ected by the number of detected events. Regardless of the increases and decreases

in the heart rate, the area below that curve is preserved.

Our results show that these remarks also stand for larger time windows stand as well.

However, the number of categories is inverse to the time length of T. As T increases, less

categories are detected. This can be attributed to the sensitivity of the algorithm with

respect to the information contained in each signal. When the time window is smaller,

each signal contains more variation; thus, our algorithm detects edges that fade away

when T is larger. Yet, the alignment capability of the algorithm is clearly not a�ected

by the length of T. The corresponding plots for the results of the EBA algorithm when

T = 20; 30 and 60 minutes can be found in the appendix.
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(a) NSR (b) CHF

(c) Ea (d) Eb

(e) Fa (f) Fb

(g) Ma (h) Mb

Figure 4.9: Result of the EBA algorithm for all databases, where T = 10 minutes. In

all cases, EBA has recovered three main categories according to the detected number of

events.

53



(a) No alignment (b) PPA (c) EBA

Figure 4.10: Average Mean HR(H(x)) signals with and without alignment.

(a) No alignment (b) PPA (c) EBA

Figure 4.11: Number of recordings available for each time window, with and without

alignment.

4.5 Aligning HRV Signals

After having aligned the R{R interval signals of a database, the next step is to use the

starting points generated by each algorithm (in our case, PPA and EBA) to produce

measurement signals, as explained in chapter 3 section 3.2.

Since the purpose of this work is R{R interval signal alignment, we do not comment on

the nature of the results per se. In chapter 5, section 5.2, we discuss using the alignment

algorithms to correctly align and interpret measurement signals as a proposition for future

research.

As an example, we have selected to present and briey comment the aligned measure-

ment signals for the CHF dataset, for a time window of length T = 60 minutes. Recall

that the CHF database does not contain any speci�c horological information, nevertheless

all studies that have used this dataset quietly assume that they all start at the same time.

Figure 4.10 shows the signal with no alignment, averaged as presented by the database,

aligned by the PPA algorithm, and aligned by the EBA algorithm. In �gure 4.11 we can

see how many recordings have been used for each time window. In other words, since some

of the recordings last less than others, we can see their contribution. When no alignment
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(a) No alignment (b) PPA (c) EBA

Figure 4.12: Average Mean R{R (M(x)) signals with and without alignment.

criterion is used, when we approach the end of the signal, only �ve recordings provide

information to the average (�gure 4.11a). Since this causes irregularities to appear at

the end of most of the average signal measurements, it is important to note that our

algorithms aligns the signals in such a way that, even though towards the end of the day

we have less recordings, there are never less than 22 (�gure 4.11b) and 23 (�gure 4.11c)

subjects contributing to the averaged signal.

Our results show that all signals demonstrate a circadian rhythmicity at some level.

The application of both our methods modi�es and corrects the measurement signals,

whereas the aligned signals show some interesting characteristics.

4.5.1 Aligning the mean R{R

The mean R{R signal without alignment is presented in �gure 4.12a. This particular

signal can be seen as the inverse of the mean HR signal, since it depicts the average

time between two consecutive beats. What we hence expect to see is an increase starting

somewhere around the middle of the signal, which physically means that the heart beats

at a slower rhythm, hence the subject is falling asleep. In the end we expect to se a sharp

decrease, signifying that the heart starts beating at a normal pace again. While we can

see the increase in the mean R{R interval, the decrease is not as steep as we expect, and

in the end the signal does not end where it started; the mean R{R interval is 0,66 seconds

in the beginning and around 0.71 seconds in the end.

The alignment proposed by the PPA algorithm gives the mean R{R interval signal

a circadian pattern. In �gure 4.12b, observe that the signal now stops where it has

started, i.e. the mean R{R interval is between 0.66 and 0.64 seconds. We also observe

the anticipated increase in the middle of the signal, between the 10th and the 18th time

window. The EBA algorithm chooses a starting point that should coincide with the

subjects waking up; indeed we can observe in �gure 4.12c that for the �rst ten hours of

the day, the mean R{R interval is relatively small; it increases between the 11th and the

15th hour, and drops in the last two hours. Mark that the decrease here is steep.
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(a) No alignment (b) PPA (c) EBA

Figure 4.13: Average RMSSD (R(x)) signals with and without alignment.

(a) No alignment (b) PPA (c) EBA

Figure 4.14: Average pNN50 (P (x)) signals with and without alignment.

4.5.2 Aligning the RMSSD

Figure 4.13a depicts the average RMSSD before applying any alignment criterion. We

see here that the signal starts to increase at the 7th time window up to the 10th. It seems

to decreases again after the 15th time window, yet in the last hour the behaviour seems

irregular. This is due to the fact that we most of the recordings stop earlier than that;

what we see towards the end does not represent the whole dataset.

Our alignment algorithms both solve this issue. A we can observe in �gures 4.13b and

4.13c, the last hour of the average RMSSD coincides with its beginning. In both signals,

we see an increase in the average value, followed by a decrease, which occurs 10 and 8

hours later in the signal generated by the PPA and EBA algorithm respectively. Note

in �gure 4.13c, that the decrease is steeper, and that the maximum value is larger than

the PPA generated signal. Since now the values of all windows are the average coming

from more than 70% of the signal, this could mean that the RMSSD reaches its maximum

value before the transition between the asleep and awake state.
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(a) No alignment (b) PPA (c) EBA

Figure 4.15: Average SDNN (S(x)) signals with and without alignment.

4.5.3 Aligning the pNN50

The pNN50 seems to bear a strong similarity with the RMSSD. When comparing �gures

4.13 and 4.14, we can see that their pattern is similar for all the alignment criteria.

With no alignment, the signal seen in �gure 4.14a starts to increase at the 7th hour,

its value remains high for about 5 hours, which is when it starts decreasing again. Once

more, there is an irregularity at the end of the signal, caused by lack of recordings.

The average pNN50 given by the PPA algorithm displays a periodical behaviour. We

can still observe in �gure 4.14b an increase after the 6th hour, followed by a somewhat

steady series of values that last around 8 time windows, and then the value decreases

again. This goes in line with the nature of the measurement. Recall that the pNN50 is

the percentage of the successive interval di�erences greater than 50ms. We thus expect

that number to increase during night time.

The EBA algorithm aligns the signal with respect to the transition between asleep

and awake state. It is thus not surprising in �gure 4.14c that the value starts low and

then increases come night time. We observe same as in the previous measurement, that

is the RMSSD, that the maximum value is observed around two hours before the end of

the signal.

4.5.4 Aligning the SDNN

The SDNN signal before applying our alignment algorithms can be seen in �gure 4.15a.

The prevailing remark upon observing the signal is that the value in the last hour is much

higher than the others. This prevents from observing the behaviour of the SDNN. An

possible manual solution would be to remove that last value. This would enable us to

have a better view of the circadian rhythmicity of the SDNN. It would however concern

a 23-hour signal, and we would dismiss viable signal information.

The alignments proposed by the PPA and EBA algorithm are shown in �gures 4.15b

and 4.15c respectively. The SDNN signal is generally not an indicator of night time, since

the standard deviation of the R{R interval signal can have high values even during the
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(a) No alignment (b) PPA (c) EBA

Figure 4.16: Average SDANN (A(x)) signals with and without alignment.

(a) No alignment (b) PPA (c) EBA

Figure 4.17: Average SDNNI (I(x)) signals with and without alignment.

day. We can however observe that these values tend to increase during the night and

decrease during the day.

4.5.5 Aligning the SDANN

The behaviour of the SDANN signals resemble that of the SDNN signals, which is nev-

ertheless an expected observation. Again, very little conclusion can be drawn upon ob-

serving the unaligned signal from �gure 4.16a. The last hour is again di�erent from the

entire signal, and the pattern is hard to resolve and associate with any human activity.

The alignments proposed by the PPA and EBA algorithms, seen in �gures 4.16b and

4.16c respectively, provide us with the following important remarks. The PPA generated

signal shows that the SDANN signal reaches its lowest point right at the begining of night

time, whereas the one generated by EBA presents a peak right at its end. This could be

further investigated, as these two points could be marking the transition in and out of

sleep state.
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4.5.6 Aligning the SDNNI

The average SDNNI without alignment is shown in �gure 4.17a. Same as all the previously

presented signals, it is showing an irregularity in the last hour. Moreover, the measurement

signal does not seem to be periodic, its pattern being seemingly uncorrelated to the human

circadian rhythmicity.

The alignments proposed by PPA and EBA once more give a more realistic shape to

the average curve. In �gure 4.17b, we can observe on the PPA proposed alignment that

the SDANN increases during night time and decreases afterwards. This behaviour is a

little less pronounced in �gure 4.17c, yet the value one more time reaches its peak before

the end of the signal.
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Chapter 5

Conclusion

5.1 Discussion

5.2 Future Work

5.1 Discussion

The purpose of our work was to present new alignment methods and a classi�cation

algorithm for R{R interval signals. We have seen that HRV measurements signals are

widely used in the bibliography, yet we are among the �rst to rise the issue of aligning

intra subject R{R interval recordings.

We have developed and presented two methods that can be used to automatically align

R{R interval signals and their respective measurement signals: the PPA method, and the

EBA method. Our results show that both methods succeed in aligning such signals, even

without any information on the time of the recording. The alignment is based on the

circadian pattern observed on the mean HR signal; note that, the said pattern can vary

among di�erent subjects.

The PPA algorithm makes the assumption that all signals follow a similar circadian

pattern. A common pattern that is generally observed for the HR rhythm is, a higher

heart rate during the time when a person is awake, and lower values when one is asleep.

Thus, when the time window is wide enough, i.e. larger than 20 minutes, the smaller

uctuations in these values tend to fade out, and the PPA algorithm achieves to align the

signals with respect to that common pattern in a quick and e�cient way.

While the PPA method is easy to implement and quite e�cient, the drawbacks of the

algorithm cannot be overlooked. First of all, the PPA algorithm aligns the signals and

provides starting points that are calibrated with respect to the �rst mean HR signal in

the signal set. Hence, it requires visual inspection to localize what can be perceived as the

beginning of the daily cycle. Secondly, the most important drawback is the assumption
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that all patterns are similar. This is unfortunately not a realistic assumption, which is

why in some cases the PPA algorithm might give a distorted night time in the signal, or

in some rare cases, a bad alignment.

These drawbacks have led to the development of the EBA method, which we have

seen to remedy both these matters. The strong point of the EBA method is its ability

to di�erentiate circadian patterns. EBA uses an edge detector to �nd increases in the

heart rhythm, and the optimal edge detector that we chose to use [40] has the capacity

to smooth the signal at the same time. In consequence, it detects only those variations

that cause the HR value to have a lasting change. For example, a change in the value

that only lasts a time window will remain undetected, whereas a change that persists will

likely be identi�ed as an event.

It is those persistent changes identi�ed as events that are used to classify each signal

into a category, whose label indicates precisely the number of events. Our results then

clearly demonstrate that it is mostly the signals who present one event that follow the

typical circadian pattern, the one that is associated with about 16 hours of active state,

followed by 8 hours of sleep.

The EBA algorithm detects in many cases more than one pattern. In particular, when

the time window has a smaller length, EBA discovers other patterns, and the number

of events can be equal to two, three ore more events per mean HR signal. As we have

seen, for each class, the algorithm successfully aligns all the signals and permits us to

automatically set a relevant starting point; we set it to start two hours after the most

signi�cant increase, which should coincide with the transition between sleep and awake

state. In most cases, the length of the time window does not seem to a�ect the result of

PPA.

If we observe closely every output of the PPA algorithm, we will note that its outcome

is in most cases closely correlated to the result of the EBA method. When the categories

detected by the EBA algorithm are signi�cantly diverse, the outcome of the PPA is not

the anticipated pattern.

We can establish how crucial the correct alignment of R{R interval is by looking at

the last part of our results. After using the starting points generated by our algorithms,

every measurement result presents a circadian pattern, without loss of information. Both

our methods manage to turn an set of R{R interval signals that are uncorrelated with

respect to the dimension of time, into a set that has a common time reference, so that

the evolution of each measurement can be studied in a more reliable manner.

We can conclude that both algorithms are successful in aligning R{R interval signals.

We have seen the importance of the time window length in the alignment process, where

small time windows lead the EBA algorithm to di�erentiate the R{R interval signals. The

PPA is a faster method and can be used when one knows that all patterns are similar.

The potential of the EBA algorithm needs to be further explore better; for the moment,

we can safely point out its outstanding alignment capability.
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5.2 Future Work

The future direction of our work branches into di�erent directions, out of which three mai

courses emerge.

The most obvious continuation is the further analysis and improvement of the al-

gorithm themselves. There is still some work that can be done towards to enforce the

robustness of our algorithms. They might be improved int becoming less input sensitive,

as for example the PPA algorithm, whose output is closely connected to the shape and

cycle of the �rst signal in the input set.

The natural course of our work is to apply the alignments on other measurements, using

di�erent datasets and time window lengths. Another interesting approach could focus on

examining the use of other measurements that also present a circadian rhythmicity, and

modify the algorithms so that they either use other measurements as their input, or a

combination of relevant measurements.

One of the most important results generated by the EBA algorithm is the existence of

di�erent circadian patterns. The classi�cation provided by the EBA algorithm is the most

interesting output of this work. Since the classifying process is fast, there is much research

that can continue over the resulting classes. An example would be the determination of

the nature of events, whether they are indeed related only to transitions between the

awake and asleep state, or not. Another idea would be to examine other measurement

with respect to the categories created by the algorithm.

We conclude this research by stating that the result of this work should be further

investigated, since it is our sincere belief that it can unveil a lot of information, valu-

able information to be used in medical research towards the prognosis and diagnosis of

cardiovascular related conditions.
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Appendix

This appendix contains all the results for each experiment run on a combination of dataset

and parameter, as described in chapter 4. We thereby present all the outputs generated

by running our algorithms (see section 3.3) with every one of the eight datasets in our

research, and each one of the four selected values of the parameter describing the length

of the time window, T = 10; 20; 30 and 60 minutes.

For each experiment, the depicted �gures show the average mean HR signal. The following

four diagrams are shown per combination.

a. A random shu�e of the starting points of the signals; the shu�ing process is ex-

plained in section 4.3.1.

b. The average mean HR signal when all signals start at the same horological time.

c. The result of the PPA algorithm.

d. The result of the EBA algorithm.
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(a) Random Alignment (b) No Alignment

(c) PPA result (d) EBA result

Figure 5.1: Parameters: Database = NSR, T = 10 minutes
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(a) Random Alignment (b) No Alignment

(c) PPA result (d) EBA result

Figure 5.2: Parameters: Database = NSR, T = 20 minutes
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(a) Random Alignment (b) No Alignment

(c) PPA result (d) EBA result

Figure 5.3: Parameters: Database = NSR, T = 30 minutes
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(a) Random Alignment (b) No Alignment

(c) PPA result (d) EBA result

Figure 5.4: Parameters: Database = NSR, T = 60 minutes
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(a) Random Alignment (b) No Alignment

(c) PPA result (d) EBA result

Figure 5.5: Parameters: Database = CHF, T = 10 minutes
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(a) Random Alignment (b) No Alignment

(c) PPA result (d) EBA result

Figure 5.6: Parameters: Database = CHF, T = 10 minutes
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(a) Random Alignment (b) No Alignment

(c) PPA result (d) EBA result

Figure 5.7: Parameters: Database = CHF, T = 10 minutes
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(a) Random Alignment (b) No Alignment

(c) PPA result (d) EBA result

Figure 5.8: Parameters: Database = CHF, T = 60 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.9: Parameters: Database = Ea, T = 10 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.10: Parameters: Database = Ea, T = 20 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.11: Parameters: Database = Ea, T = 30 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.12: Parameters: Database = Ea, T = 60 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.13: Parameters: Database = Eb, T = 10 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.14: Parameters: Database = Eb, T = 20 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.15: Parameters: Database = Eb, T = 30 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.16: Parameters: Database = Eb, T = 60 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.17: Parameters: Database = Fa, T = 10 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.18: Parameters: Database = Fa, T = 20 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.19: Parameters: Database = Fa, T = 30 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.20: Parameters: Database = Fa, T = 60 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.21: Parameters: Database = Fb, T = 10 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.22: Parameters: Database = Fb, T = 20 minutes

90



(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.23: Parameters: Database = Fb, T = 30 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.24: Parameters: Database = Fb, T = 60 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.25: Parameters: Database = Ma, T = 10 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.26: Parameters: Database = Ma, T = 20 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.27: Parameters: Database = Ma, T = 30 minutes

95



(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.28: Parameters: Database = Ma, T = 60 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.29: Parameters: Database = Mb, T = 10 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.30: Parameters: Database = Mb, T = 20 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.31: Parameters: Database = Mb, T = 30 minutes
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(a) Random Alignment (b) Horological Alignment

(c) PPA Alignment (d) EBA Alignment

Figure 5.32: Parameters: Database = Mb, T = 60 minutes
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