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Abstra
tEfty
hia G. Datsika. MS
, Department of Computer S
ien
e, University of Ioannina,Gree
e. April, 2012. Cross{Layer Optimization for Multihop Wireless Visual SensorNetworks. Thesis Supervisor: Lisima
hos Paul Kondi.Traditional Wireless Visual Sensor Networks (WVSN) 
onsist of low{weight, energy{
onstrained sensors with wireless 
ommuni
ation 
apability that are equipped with video
ameras, and a Centralized Control Unit (CCU) that 
olle
ts the information from thevisual sensors, applies 
hannel and sour
e de
oding to the re
eived video of ea
h sensorand manages the resour
e allo
ation among all the network nodes. Sin
e the transmissionrange of a sensor is limited, the re
orded video sequen
es may need to be transmittedusing relay nodes until they rea
h the CCU via a multihop path.In addition, a node's transmissions 
ause interferen
e to other transmitting nodeswithin its transmission range, leading to degradation of the quality of the re
eived videos.Also, the nodes may re
ord s
enes with di�erent amounts of motion, so their resour
erequirements are di�erent. Due to all these fa
tors, resour
es (transmitted power, sour
e
oding rate, 
hannel 
oding rate) have to be optimally allo
ated using a quality{awarejoint strategy, in order to maintain the end{to{end distortion at a low level for all nodes.We propose a 
ross{layer approa
h that enables the optimal 
ontrol of the transmittedpower and the use of the available network resour
es, namely the sour
e 
oding ratesand 
hannel 
oding rates of a multihop DS{CDMA WVSN. The WVSN nodes 
an eithermonitor di�erent s
enes (sour
e nodes) or retransmit videos of other sensors (relay nodes).Moreover, in real environments the sour
e nodes monitor di�erent s
enes that may be ofdissimilar motion levels and importan
e. Hen
e a higher end{to{end quality is demandedfor those nodes that are assigned a higher priority. Overall, ea
h node has di�erent powerand resour
e requirements, and therefore a global optimization approa
h is required.For the purpose of enhan
ing the delivered video quality of the sour
e nodes withrespe
t to their priorities, we suggest the use of two priority{based optimization 
riteria;the w.NBS (Nash Bargaining Solution with di�erent bargaining powers) 
riterion max-imizes the distortion{related Nash Produ
t by using motion{based bargaining powers,while the MWAD (Minimization of Weighted Aggregation of the Expe
ted Distortion)
riterion minimizes the weighted aggregation of the expe
ted end{to{end video distor-tions by using motion{based weights. Both priority{based 
riteria a
hieve their goal evenin the 
ase that the ba
kground noise is 
onsidered, resulting in higher video quality (inx



terms of PSNR) for the sour
e nodes that view s
enes of high motion. However, MWADa
hieves higher average PSNR, whereas w.NBS demands lower transmitted power.Furthermore, three other 
riteria that are not taking into a

ount the motion levelsof the videos were tested. The e.NBS (Nash Bargaining Solution with equal bargainingpowers) 
riterion uses the Nash Bargaining Solution with equal bargaining powers. TheMAD (Minimization of the Average Distortion) 
riterion aims at minimizing the averagedistortion of the videos transmitted through the network, while the MMD (Minimizationof the Maximum Distortion) 
riterion minimizes the maximum distortion so as to a
hievean overall good quality for the videos. MAD and e.NBS generally favor low motion s
enes,and MMD o�ers the same quality to all s
enes. Thus, the appropriate 
riterion should be
hosen a

ording to the requirements of ea
h appli
ation.The employed 
riteria result in global mixed{integer optimization problems that areresolved by using Parti
le Swarm Optimization (PSO). The transmitted powers are al-lowed to take 
ontinuous values while the sour
e and 
hannel 
oding rates are allowed tohave only dis
rete values.
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Åê�å�áìÝíç �åñßëçøç ó�á ÅëëçíéêÜÅõ�õ÷ßá ÄÜ�óéêá �ïõ �åùñãßïõ êáé �çò Ó�áìá�ßáò. MS
, ÔìÞìá �ëçñïöïñéêÞò, �áíåðéó�Þ-ìéï Éùáííßíùí, Áðñßëéïò, 2012. Äéáó�ñùìá�éêÞ Âåë�éó�ïðïßçóç óå Áóýñìá�á Äßê�õáÏð�éêþí Áéóèç�Þñùí ìå �ïëëáðëÜ ¢ëìá�á. ÅðéâëÝðùí êáèçãç�Þò: Ëõóßìá÷ïò �áýëïòÊüí�çò.Ôá áóýñìá�á äßê�õá ïð�éêþí áéóèç�Þñùí áîéïðïéïýí�áé �á �åëåõ�áßá ÷ñüíéá óå ðïëëÝòõðçñåóßåò ðïëõìÝóùí, üðùò óå óõó�Þìá�á ðáñáêïëïýèçóçò êáé áõ�üìá�ïõ åí�ïðéóìïý.ÓõíÞèùò áðï�åëïýí�áé áðü äýï ëåé�ïõñãéêÜ ìÝñç: Ýíáí áñéèìü áðü óõóêåõÝò êáìåñþíêá�áíåìçìÝíùí óå Ýíá ÷þñï áðü �ïí ïðïßï êá�áãñÜöïõí óêçíÝò êáé ìéá êåí�ñéêÞ ìïíÜäáåëÝã÷ïõ ðïõ óõëëÝãåé êáé åðåîåñãÜæå�áé �éò ðëçñïöïñßåò áðü �éò êÜìåñåò. ÄåäïìÝíïõü�é ç éó÷ýò ìå�Üäïóçò ìéáò êÜìåñáò ìðïñåß íá ìçí åßíáé åðáñêÞò ãéá íá ãßíåé óùó�Þìå�Üäïóç �ùí óêçíþí ó�çí êåí�ñéêÞ ìïíÜäá åëÝã÷ïõ, åßíáé áðáñáß�ç�åò ïé áíáìå�áäüóåéòìÝóù åíäéÜìåóùí êüìâùí (relay nodes). ÅðéðëÝïí, ïé ìå�áäüóåéò åíüò êüìâïõ ðñïêáëïýíðáñåìâïëÝò ó�éò ìå�áäüóåéò êüìâùí ðïõ âñßóêïí�áé ìÝóá ó�çí åìâÝëåéÜ �ïõ, ãåãïíüò ðïõïäçãåß óå õðïâÜèìéóç �çò ðïéü�ç�áò �ùí âéí�åïáêïëïõèéþí ðïõ ìå�áäßäïí�áé.Åðßóçò, ïé êÜìåñåò åíüò áóýñìá�ïõ äéê�ýïõ ïð�éêþí áéóèç�Þñùí ìðïñåß íá êá�áãñÜöïõíóêçíÝò ìå äéáöïñå�éêÜ åðßðåäá êßíçóçò. ÅðïìÝíùò, ïé áðáé�Þóåéò �ïõò üóïí áöïñÜ �ïõòðüñïõò ðïõ �ïõò áíá�ßèåí�áé, üðùò ñõèìüò êùäéêïðïßçóçò ðçãÞò êáé êáíáëéïý êáé éó÷ýòìå�Üäïóçò, åßíáé äéáöïñå�éêÝò ãéá êÜèå êÜìåñá. �éá ðáñÜäåéãìá, óêçíÝò õøçëÞò êßíçóçò÷ñåéÜæïí�áé ðåñéóóü�åñá bits ãéá �çí êùäéêïðïßçóç ðçãÞò þó�å íá Ý÷ïõí ìéá êáëÞ �åëéêÞðïéü�ç�á. Áí�ßèå�á, óêçíÝò ÷áìçëÞò êßíçóçò ÷ñåéÜæïí�áé ëéãü�åñá bits ãéá �çí êùäéêï-ðïßçóç ðçãÞò, Üñá ìðïñïýí íá ÷ñçóéìïðïéïýí ìéêñü�åñç éó÷ý ìå�Üäïóçò. ¸�óé, åîïéêïí-ïìïýí åíÝñãåéá êáé ìåéþíïí�áé �áõ�ü÷ñïíá ïé ðáñåìâïëÝò ó�ïõò ãåé�ïíéêïýò êüìâïõò.Åîáé�ßáò üëùí áõ�þí �ùí ðáñáãüí�ùí, ïé áíáöåñèÝí�åò ðüñïé ðñÝðåé íá êá�áíÝìïí�áéâÝë�éó�á ìå�áîý �ùí êáìåñþí êáé �ùí åíäéÜìåóùí êüìâùí ìå âÜóç ìéá êïéíÞ ó�ñá�çãéêÞ,ó�ï÷åýïí�áò ó�ç äéá�Þñçóç �çò ðáñáìüñöùóçò �ùí âéíå�ïáêïëïõèéþí óå ÷áìçëÜ åðßðåäá.Ó�çí ðáñïýóá åñãáóßá ðñï�åßíïõìå ìéá ìÝèïäï êá�áíïìÞò ðüñùí óå áóýñìá�á äßê�õáïð�éêþí áéóèç�Þñùí ìå ðïëëáðëÜ Üëìá�á ðïõ ÷ñçóéìïðïéïýí �ï ðñù�üêïëëï ðñüóâáóçòDS{CDMA. Ç ìÝèïäïò áõ�Þ âáóßæå�áé óå Ýíá ó÷åäéáóìü ùò ðñïò ðïëëÜ åðßðåäá �çòó�ïßâáò ðñù�ïêüëëùí OSI, �á ïðïßá áí�áëëÜóóïõí ìå�áîý �ïõò ðëçñïöïñßåò ìå óêïðü�çí êáëý�åñç áðüäïóç �ïõ äéê�ýïõ. �éá �ç âÝë�éó�ç êá�áíïìÞ �ùí ðüñùí ìå�áîý �ùíêáìåñþí êáé �ùí åíäéÜìåóùí êüìâùí �ïõ äéê�ýïõ, ÷ñçóéìïðïéÞóáìå ðÝí�å äéáöïñå�éêÜêñé�Þñéá. Ôá äýï áðü áõ�Ü, óõãêåêñéìÝíá �ï w.NBS (Nash Bargaining Solution withxii



di�erent bargaining powers) êáé �ï MWAD (Minimization of Weighted Aggregation ofthe Expe
ted Distortion) åðé�õã÷Üíïõí �çí êá�áíïìÞ �ùí ðüñùí óýìöùíá ìå �ï åðßðåäïêßíçóçò �ùí ìå�áäéäüìåíùí óêçíþí. ÓõãêåêñéìÝíá, �ï êñé�Þñéï w.NBS âáóßæå�áé ó�çëýóç äéáðñáãìÜ�åõóçò �ïõ Nash êáé ìåãéó�ïðïéåß �ï ãéíüìåíï Nash ìå ÷ñÞóç äéáöïñå�éêþíäéáðñáãìá�åõ�éêþí éó÷ýùí. Ôï êñé�Þñéï MWAD åëá÷éó�ïðïéåß Ýíá ãñáììéêü óõíäõáóìü�ùí áíáìå-íüìåíùí ðáñáìïñöþóåùí �ùí óêçíþí, äßíïí�áò óå êáèåìßá áðü áõ�Ýò âÜñïòáíÜëïãá ìå �ï åðßðåäï êßíçóÞò �çò. Ôá Üëëá �ñßá êñé�Þñéá äå ëáìâÜíïõí õðüøç �á åðßðåäáêßíçóçò �ùí óêçíþí. Ôá äýï êñé�Þñéá MAD (Minimization of the Average Distortion) êáéMMD (Minimization of the Maximum Distortion) åëá÷éó�ïðïéïýí áí�ßó�ïé÷á �ç ìÝóç êáé�ç ìÝãéó�ç ðáñáìüñöùóç �ùí ìå�áäéäüìåíùí óêçíþí. Ôï êñé�Þñéï e.NBS (Nash Bargain-ing Solution with equal bargaining powers) âáóßæå�áé êáé áõ�ü ó�ç ëýóç äéáðñáãìÜ�åõóçò�ïõ Nash êáé ìåãéó�ïðïéåß �ï ãéíüìåíï Nash ìå ÷ñÞóç üìùò �çò ßäéáò äéáðñáãìá�åõ�éêÞòéó÷ýïò ãéá üëåò �éò óêçíÝò.Ôá ðñïâëÞìá�á âåë�éó�ïðïßçóçò ìéê�þí áêåñáßùí ðïõ ðñïÝêõøáí åðéëýèçêáí ìå �çìÝèïäï Parti
le Swarm Optimization (PSO). Ïé éó÷ýåò ìå�Üäïóçò ìðïñïýí íá ðáßñíïõíóõíå÷åßò �éìÝò áðü Ýíá êáèïñéóìÝíï óýíïëï åíþ �ï óýíïëï �ùí �éìþí ðïõ ìðïñïýí íáÝ÷ïõí ïé ñõèìïß êùäéêïðïßçóçò ðçãÞò êáé êáíáëéïý åßíáé äéáêñé�ü.Ôá áðï�åëÝóìá�á �ùí ðåéñáìÜ�ùí ðïõ ðñáãìá�ïðïéÞèçêáí Ýäåéîáí ðùò êÜèå êñé�ÞñéïðñïóöÝñåé äéáöïñå�éêÞ ðïéü�ç�á óå êÜèå âéí�åïáêïëïõèßá óýìöùíá ìå �á åðßðåäá êßíçóÞò�çò. Ôá êñé�Þñéá w.NBS êáé MWAD ðñï�åßíïí�áé ãéá �çí ðåñßð�ùóç ðïõ áðáé�åß�áéåíßó÷õóç �çò ðïéü�ç�áò �ùí óêçíþí óýìöùíá ìå �ï åðßðåäï êßíçóÞò �ïõò êáé �çí ðñï�åñáé-ü�ç�Ü �ïõò, êáèþò âåë�éþíïõí �çí ðïéü�ç�á �ùí óêçíþí õøçëÞò êßíçóçò áêüìá êáé ìå �çíåðßäñáóç èïñýâïõ êá�Ü �ç ìå�Üäïóç. Ôï MWAD åðé�õã÷Üíåé õøçëü�åñï ìÝóï PSNR,åíþ �ï w.NBS áðáé�åß ÷áìçëü�åñç éó÷ý ìå�Üäïóçò. ¼óïí áöïñÜ �á Üëëá �ñßá êñé�Þñéá,äéáðéó�þèçêå ü�é �ï MAD êáé �ï e.NBS ãåíéêÜ åõíïïýí �éò óêçíÝò ÷áìçëÞò êßíçóçò, åíþ�ï MMD ðñïóöÝñåé ßäéï PSNR ãéá üëåò �éò óêçíÝò. ÁíÜëïãá ëïéðüí ìå �éò áðáé�Þóåéòãéá �çí ðïéü�ç�á �ùí óêçíþí ðïõ èÝ�åé êÜèå åöáñìïãÞ, ðñï�åßíå�áé ç ÷ñÞóç äéáöïñå�éêïýêñé�çñßïõ.
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Chapter 1 INTRODUCTION
1.1 Wireless Networking{Wireless Visual Sensor Networks1.2 Related Work1.3 S
ope of Thesis1.4 Thesis Outline
1.1 Wireless Networking{Wireless Visual Sensor NetworksDue to re
ent te
hnologi
al advan
es wireless networks are an a
tive resear
h area in 
om-puter s
ien
e and tele
ommuni
ations. Wireless tele
ommuni
ations permit the transferof information between two or more points that are not physi
ally 
onne
ted and are usefulfor a plethora of appli
ations. Thanks to many new wireless te
hnologies and industrialstandards, wireless networks have been employed for many real-time video 
ommuni
a-tion servi
es su
h as video telephony, video 
onferen
ing, video games and mobile TVbroad
asting. In order to 
onne
t di�erent 
omputing devi
es with varying spe
i�
ations,like laptop 
omputers, personal digital assistants, smart phones, sensors, automotive 
om-puting devi
es, wireless networks are nowadays of great use.In the past few years very 
ommon networks infrastru
tures are the multihop wire-less networks that are utilized by multiple users, e.g. peers that transmit and/or re
eive
ontent, stations, appli
ations or simple relay nodes. These networks often support thefun
tion of various real{time multimedia appli
ations used by the numerous inter
on-ne
ted nodes. These multi{user multimedia appli
ations have generally high demandsregarding the delivered QoS (Quality of Servi
e). Providing video 
ontent of high qualitythrough a wireless network is not a trivial task due to both generi
 restri
tions of thistype of networking and the requirements imposed by the loss{intolerant appli
ations thatare served by the wireless network. 1



First of all, resour
es (transmitted power, bandwidth, sour
e and 
hannel 
oding rate,bandwidth, transmission time slots, et
.) are usually 
onstrained in a wireless 
ommu-ni
ation 
hannel and should be distributed 
arefully. The 
onditions of the physi
al
onne
tions and the fa
t that the wireless medium is shared lead to 
u
tuations overtime of the transmission bit rates, the bandwidth and the bit error probabilities of thelinks, espe
ially in wireless networks that 
hange dynami
ally. Of 
ourse, even in stati
wireless 
onne
tions, interferen
e among transmitting nodes and signal attenuation due tomultipath fading, di�usion, shadowing and similar phenomena redu
e the re
eived signalstrength and, in 
onsequen
e, the end{to{end quality.Additionally, the inherent features of the multimedia transmission impose stri
t deliv-ery deadlines. Unpredi
table demands in terms of QoS by nodes of a dynami
ally 
hang-ing topology as well as varied levels of interferen
e often lead to pa
ket 
ollisions andout of order transmissions of real{time 
ows. Delay{sensitive and bandwidth{intensiveappli
ations require an s
heme that allo
ates the provided resour
es in a timely manner.The resour
e allo
ation problem be
omes more 
ru
ial in the 
ase of Wireless VisualSensor Networks (WVSN), whi
h are useful in many remote sensing appli
ations, su
has video surveillan
e, environmental tra
king, et
 [1℄. They 
onsist of battery{poweredsensors with embedded 
ameras and small{s
ale wireless 
ommuni
ation 
apability. Ea
hsensor 
an 
apture digital visual information of a spe
i�
 area and/or relay 
olle
ted video
ontent through multihop wireless paths to a 
entral 
ontrol station. For the assignmentof the available resour
es a 
ompromise between two aspe
ts is essential: on the one hand,the energy 
onsumption has to be minimized in order to prolong the WVSN's lifespanand simultaneously redu
e the interferen
e among the transmitted signals; on the otherhand, the distortion of the delivered video sequen
es has to be minimized as well so thatthe QoS requirements of an appli
ation are satis�ed.Towards this dire
tion, a series of studies have been implemented in the last de
ade [18℄,[22℄, [24℄, [8℄, [37℄, [23℄. A 
onsiderable number of them adopts a 
ross{layer approa
h forthe resour
e allo
ation in wireless networks and WVSN in parti
ular. The optimizationof transmission parameters of the OSI layers separately is not suitable for this type ofnetworking as a �xed allo
ation of resour
es does not �t the varied wireless 
onne
tionsand there is a stri
t interdependen
e among the layers. With the 
ross{layer optimizationlower layers are able to 
ommuni
ate with ea
h other so that the experien
ed quality atthe appli
ation layer is enhan
ed.1.2 Related WorkA distributed 
ross{layer te
hnique for multi{user video streaming over multihop wirelessnetworks was proposed by [31℄. It assumes that video 
ontent is en
oded using a s
alablevideo 
ode
 that permits users with di�erent demands and resour
es to transmit/re
eivevideos with di�erent quality by de
oding a di�erent part of a a bit stream that wasen
oded only on
e. Under this assumption, the pa
kets of ea
h 
ow are of di�erent2



importan
e , thus di�erent priority must be given to them when it 
omes to appli
ationlayer s
heduling, routing and MAC layer retransmission strategy as implied by the priorityqueueing. This te
hnique aims at minimizing the end{to{end pa
ket loss probabilities bysele
ting the appropriate relay node for ea
h pa
ket a

ording to its priority and 
hoosingthe modulation and 
oding s
heme in order to meet the pa
kets' deadlines.Another te
hnique is the one presented in [14℄ that 
onsiders the wireless transmissionof prioritized elasti
 real{time 
ows with di�erent end{to{end requirements. A distributedrate 
ontrol algorithm was proposed, whi
h allo
ates the transmission bit rates to the
ows so that the throughput is maximized under the delay 
onstraints of the 
ows. Thisoptimization problem is proven to be a global Network Utility Maximization problemwhere utility maximization ensures that the deadlines of all pa
kets that belong to thetransmitted 
ows are met by adjusting the traÆ
 generation rate.A popular approa
h used to in
rease the performan
e of multihop wireless networkswith dynami
ally 
hanging network 
hara
teristi
s is ma
hine learning. The initial ma-
hine learning s
hemes that were proposed fo
used on the allo
ation the network layerparameters only. Other s
hemes employed a 
entralized approa
h but they demonstratedpoor performan
e when applied in delay{sensitive appli
ations due to large 
ommuni
a-tion overheads and laten
y in propagation of network information from the 
ontrol stationto the nodes. As an alternative, various distributed approa
hes were presented aiming atthe maximization of network performan
e, as those of [10℄ and [11℄. However, they didnot perform 
ross{layer optimization.One of the �rst 
ross{layer distributed te
hniques that are based on ma
hine learningis the one proposed by [21℄. It uses reinfor
ement learning in 
ase of restri
ted knowledgeof the network dynami
s and permits the adaptation of transmission parameters andallo
ation of resour
es to the varied 
onditions autonomously for ea
h node. The jointrouting and power 
ontrol problem was modeled as a Markov De
ision pro
ess that leadsto the sele
tion of the optimal poli
y for all nodes.Also, several studies that implement game{theoreti
 analysis have been presented [17℄,[25℄, [26℄. Cooperative or non{
ooperative games allo
ate eÆ
iently the resour
es ina 
entralized or distributed way. The 
ross{layer s
heme des
ribed in [5℄ suggests adistributed non{
ooperative game that allows the nodes of a DS{CDMA multihop wirelessnetwork to sele
t their transmitted powers and the linear re
eiver design so that thenumber of bits sent per unit of power is maximized. Along with the transmitted power,ea
h node has to 
hoose among three types of re
eiver: a mat
hed �lter (MF), a linearminimum mean{squared error re
eiver (MMSE) and a de
orrelator (DE). In this work,the resour
e allo
ation is derived by the Nash Equilibrium of the non{
ooperative game.Another alternative for power allo
ation in DS{CDMA multihop wireless networksis analyzed in [20℄. A joint allo
ation of power levels of the relay nodes under group{based power 
onstraints and the design of linear re
eivers for interferen
e suppression areproposed. The resulting optimization problem are solved with re
ursive alternating leastsquares algorithms (RALS) whi
h allo
ate the parameters of the re
eiver, the 
hannels3



and the power levels, after 
reating a group of users a

ording to the power levels.Furthermore, a lot of resear
h studies have fo
used on resour
e allo
ation te
hniquesespe
ially designed for WVSN. The initial target was to minimize the energy 
onsumptionwith a 
ross{layer approa
h as the one presented in [12℄. In this work, after survey oftopology, medium a

ess 
ontrol (MAC) and trans
eiver energy 
onsumption models, it isshown that regular sleep periods a
hieve a redu
tion of the absolute energy 
onsumptionper useful transmitted bit in a

ordan
e with the data transmission rates. Neverthe-less, the s
heme does not in
orporate any 
ontent{aware approa
h as it is limited to theparameters of physi
al, data link and network layer.Of 
ourse, for large{s
ale WVSN, limited resour
es su
h as battery power and band-width of the wireless links have to be taken into 
onsideration also for the developmentof an eÆ
ient routing s
heme. In networks with hundreds of sensors, the routing pro
essis a�e
ted by the following parameters that are analyzed in [2℄:(a) Node deployment(b) Energy 
onsumption without losing a

ura
y(
) Data reporting method(d) Node/link heterogeneity(e) Fault toleran
e(f ) Adaptation to environmental events(g) Modi�
ation of network dynami
s(h) Transmission media (MAC design)(i) Conne
tivity and node distribution(j ) Area 
overage(k) Data aggregation and data fusion(l) QoS demandsA

ording the WVSN stru
ture and routing operation, the routing proto
ols thathave been proposed 
an be separated into several 
ategories. Depending on the WVSNstru
ture, a routing proto
ol 
an be 
at{based, hierar
hi
al{based or lo
ation{based. Asfor the routing operation, the proto
ols 
an be 
hara
terized as multipath{based, query{based, negotiation{based, QoS{based and 
oherent{based. Another 
lassi�
ation dependson the way that a node �nds a path to its destination; a routing proto
ol 
an be proa
tive,rea
tive or hybrid. Last, the 
ooperative proto
ols that permit the nodes to send theirdata to 
entral nodes for aggregation and pro
essing.4



Lately, works that are published in the �eld of WVSN suggest resour
e allo
ationapproa
hes oriented to multimedia systems. Some of them in
lude routing{like pro
essthat allo
ates paths to video 
ows with respe
t to their priority and impa
t on multimediaquality.For instan
e, the study deployed in [32℄ analyzes three di�erent approa
hes for de-termining the optimal paths and transmission time allo
ation among the video streamstransmitted over the links by the nodes, whi
h maximize the end{to{end video quality.The �rst approa
h is a Centralized optimization approa
h for resour
e allo
ation per video
ows;a 
entral 
ontrol unit gathers network information and allo
ates the resour
es. Al-though it 
an rea
h a global optimal solution, its 
omplexity in
reases signi�
antly withthe number of nodes and su�ers from great delay when the network dynami
s 
hange andtimely adaptation is required. For a stati
 network with high transmission bit rates, theCongestion Game Modeling approa
h is proved to be preferable; a prioritized 
ongestiongame is played among the nodes that 
ompete with ea
h other for network resour
es.They 
an make autonomous de
isions for their video 
ows in order to maximize theirown utility, i.e. minimize the video distortion. The optimal allo
ation is guaranteed asthe modeling always 
onverges to a Nash Equilibrium. The third approa
h, namely theDistributed Greedy approa
h outperforms the others for networks with varied 
onditions.This approa
h allows both the sour
e and relay nodes to de
ide on the resour
e allo
ationand makes use of the network information in order to apply lo
al optimization. Even ifthe allo
ation is not optimal and the information overhead may be large, the distributedapproa
h demonstrates high adaptability to varied sour
e 
hara
teristi
s and networkdynami
s.Finally, it is worth mentioning a di�erent s
heme investigated in [19℄. It employs joint
oding/routing optimization of network 
osts (lifetime) and 
apa
ity (video distortion)based on link rate allo
ation and multipath routing that is based on Network Coding(NC) for 
orrelated data and Distributed Video Coding (DVC). With NC the maximumpossible information 
ow in an network 
an be a
hieved be
ause the nodes of a networktake several pa
kets and 
ombine them together for transmission instead of simply relay-ing the pa
kets they re
eive. DVC models the 
orrelation between multiple sour
es atthe de
oder side together with 
hannel 
odes, therefore the 
omputational 
omplexity isshifted from en
oder side to de
oder side. It is suitable for appli
ations with 
omplexity-
onstrained sender, su
h as sensor networks and video/multimedia 
ompression. Theinitial optimization problem refers to the wireless link 
apa
ity allo
ation and the 
hoi
eof NC{subgraph at the transport layer. It results in four 
ross{layer subproblems; a rate
ontrol problem at the transport layer, a 
hannel 
ontention resolution problem at theMAC layer of the data link layer, a distortion 
ontrol problem and an energy 
onservationproblem that are a�e
ted by the 
hoi
es at the transport and MAC layer respe
tively.Without a doubt, many problems need to be ta
kled in the �eld of multimedia wirelessnetworks and WVSN in parti
ular. There are already many open resear
h issues at theappli
ation, transport, data link and physi
al layers of the 
ommuni
ation sta
k whi
h5



require 
ross{layer optimization so that better QoS is a
hieved.1.3 S
ope of ThesisIn this thesis we assume a multihop WVSN where all nodes 
ommuni
ate with ea
h otherusing DS{CDMA at the physi
al layer. The WVSN 
onsists of a number of spatiallydistributed smart low{power sensors with wireless 
ommuni
ation 
apability. The sensors(sour
e nodes) are equipped with video 
ameras and are 
apable of re
ording s
enes ofa spe
i�
 �eld of view. Relay nodes are used in order to deliver the videos re
eivedby sensors (sour
e nodes) to the Centralized Control Unit (CCU), as the transmissionrange of ea
h sensor is limited. The CCU gathers information from all the nodes of thenetwork, applies 
hannel and sour
e de
oding to the re
eived videos and manages theresour
e allo
ation among all nodes.Additionally, the transmission of ea
h node 
auses interferen
e to neighboring nodesthat transmit simultaneously. In other words, if a node in
reases its transmitted poweraiming at improving the quality of the video it transmits, the quality of other transmittedvideos might deteriorate due to interferen
e. Moreover, in a real environment, the sensorsof the network monitor s
enes with di�erent motion levels. Some sensors may image arelatively stationary �eld while others may image s
enes with a high level of motion. Thus,not all videos have the same demands as far as the sour
e and 
hannel 
oding rate are
on
erned; a node that transmits low motion video 
an use a lower sour
e 
oding rate andstill yield a good quality for the transmitted video. As 
an be expe
ted, lower demands insour
e and 
hannel 
oding rates lead to lower energy 
onsumption. Given that ea
h videohas di�erent motion level, it is of dissimilar importan
e and 
an be assigned a di�erentpriority when it 
omes to resour
e allo
ation.Under these assumptions, a 
ross{layer optimization s
heme a
ross the physi
al, net-work and appli
ation layer is proposed that aims at a
hieving optimal video transmissionover multihop DS{CDMA WVSNs. It is assumed that the transmitted power is de�nedat the physi
al layer, the 
hannel 
oding rate at the data link layer and the sour
e 
odingrate at the appli
ation layer. Along with the problem of eÆ
iently allo
ating the trans-mitted power, our s
heme appropriately assigns the sour
e 
oding rate and 
hannel 
odingrate to ea
h visual sensor while at the same time the transmitted power and the 
han-nel 
oding rate are determined for ea
h relay node. Low bit error rates at ea
h link arene
essary, so that the good quality of the transmitted video is maintained. However, theoptimization is quality{driven, i.e. the obje
tive is to optimize a fun
tion of the re
eivedvideo qualities for ea
h visual sensor, as opposed to optimizing network parameters su
has bit error rate, throughput, et
.Furthermore, we employ �ve di�erent optimization 
riteria. First, two priority{basedoptimization 
riteria were used that take into a

ount the di�erent priorities of the trans-mitted videos. The w.NBS 
riterion (Weighted Nash Bargaining Solution) maximizes thedistortion{related Nash Produ
t by using motion{based bargaining powers. The aim of6



the maximization is to �nd the Nash Bargaining Solution so that the resour
es are allo-
ated after the negotiation among the nodes of the network. Next, the MWAD 
riterion(Minimization of the Weighted Aggregation of Distortions) minimizes the weighted aggre-gation of the expe
ted end{to{end video distortions by using weights that demonstratethe motion level of ea
h transmitted video. With these two 
riteria, the resour
e allo
a-tion 
an be determined not only a

ording to the available resour
es but also the video
ontent 
hara
teristi
s (motion level) of the parti
ipating nodes.Three 
riteria that treat all videos in a non 
ontent{aware manner were tested as well.The e.NBS 
riterion uses the Nash Bargaining Solution with the same bargaining powerfor all nodes that join the bargaining game. Thus, it is assumed that all nodes are treatedequally. Another 
riterion is MAD (Minimization of the Average Distortion) that aims atminimizing the average distortion of the videos transmitted through the network. The lastemployed 
riterion is MMD (Minimization of the Maximum Distortion) that minimizesthe maximum distortion of all transmitted videos so as to a
hieve an overall good qualityfor all of them.All the aforementioned 
riteria result in global mixed{integer optimization problemsthat are resolved by using the Parti
le Swarm Optimization algorithm (PSO). The trans-mitted powers are allowed to take 
ontinuous values while the sour
e and 
hannel 
odingrates are allowed to have only dis
rete values. The only 
onstraint imposed in all opti-mization problems is that all interfering nodes of a spe
i�
 hop along a multihop pathhave the same transmission bit rate.1.4 Thesis OutlineThe rest of the present thesis is stru
tured as follows. In Chapter 2 we des
ribe ournetwork model, the joint sour
e and 
hannel 
oding and the estimation of the expe
teddistortion. In Chapter 3 the resour
e allo
ation problems and the employed optimization
riteria are analyzed. Experimental results are presented in Chapter 4. In Chapter 5
on
lusions are drawn and future work is outlined.
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Chapter 2 FUNDAMENTALS
2.1 System Model2.2 Radio Propagation Models2.3 Joint Sour
e and Channel Coding2.4 Dire
t-Sequen
e Code Division Multiple A

ess (DS{CDMA)2.5 Des
ription of the proposed Resour
e Allo
ation method for multihop DS{CDMAWVSNsIn this 
hapter, the 
onsidered model for WVSNs is des
ribed and some fundamentalnotions are explained for the better understanding of the proposed 
ross{layer optimiza-tion method.2.1 System ModelThis se
tion presents the basi
 stru
ture of a WVSN and analyzes the notion of the
ross{layer design that is employed by our method.2.1.1 Network Ar
hite
tureWireless Visual Sensor Networks have emerged as an important 
lass of sensor-baseddistributed intelligent systems. These networks are 
omprised of a large number of low{weight energy{
onstrained sensors that monitor a spe
i�
 area. The sensors are equippedwith video 
ameras and are able to provide information from a monitored site, performingdistributed and 
ollaborative pro
essing of their 
olle
ted data. Using multiple 
amerasin the network provides di�erent views of the s
ene, whi
h enhan
es the reliability of the
aptured events. In su
h 
ase, the sensors 
an be organized in 
lusters that have the same8



Figure 2.1: Example of a WVSN.�eld of view. In a typi
al WVSN as the one depi
ted in Fig. 2.1, a Centralized ControlUnit (CCU) 
olle
ts the information from the visual sensors and performs 
hannel andsour
e de
oding so as to obtain the re
eived video of ea
h sensor (sour
e node). All sensors
ommuni
ate with the CCU at the network layer either dire
tly or via other intermediatenodes, i.e. relay nodes. Sin
e the transmission range of a sensor is limited, its re
ordedvideo sequen
es may need to be transmitted using a number of relay nodes until theyrea
h the CCU via a multihop path. The CCU of the WVSN transmits information toall types of nodes and requests 
hanges in transmission parameters, su
h as sour
e and
hannel 
oding rates and transmitted power, aiming at the optimal performan
e for allnodes.A WVSN is organized similarly with a wireless network; the network operations ofa WVSN are separated in di�erent layers as imposed by the OSI. The OSI, or OpenSystem Inter
onne
tion, is a model that de�nes a networking framework for implementingproto
ols in seven logi
al layers that group di�erent types of 
ommuni
ation fun
tions [4℄.Ea
h layer exe
utes spe
i�
 operations and its servi
es are implemented over the servi
esprovided by the layer below it; a layer serves the layer above it and is served by the layerbelow it. Control is passed from one layer to the next, starting at the appli
ation layer inone node, pro
eeding to the bottom layer, over the 
hannel to the next node and ba
k upthe hierar
hy [35℄. More spe
i�
ally, the seven layers of OSI are the following (Fig. 2.2):(a) Physi
al layer : this layer de�nes the ele
tri
al and physi
al spe
i�
ations for devi
esand the relationship between a devi
e and a transmission medium. Its major fun
-9



tions are the establishment and termination of a 
onne
tion to a 
ommuni
ationsmedium and the modulation or 
onversion between the representation of digital datain user equipment and the 
orresponding signals transmitted over a 
ommuni
ations
hannel.(b) Data Link layer : this layer provides the fun
tional and pro
edural means to transferdata between network entities and to dete
t and possibly 
orre
t errors that mayo

ur in the physi
al layer. It o�ers methods for ex
hanging data frames betweendevi
es over a 
ommon media.(
) Network layer : this layer provides the fun
tional and pro
edural means of transfer-ring variable length data sequen
es from a sour
e host on one network to a destina-tion host on a di�erent network, while maintaining the quality of servi
e requestedby the transport layer (in 
ontrast to the Data Link layer whi
h 
onne
ts hostswithin the same network). The Network layer performs network routing fun
tions,and might also perform fragmentation and reassembly and report delivery errors.(d) Transport layer : this layer provides transparent transfer of data between end users,providing reliable data transfer servi
es to the upper layers. Also, it 
ontrols thereliability of a given link through 
ow 
ontrol, segmentation/desegmentation anderror 
ontrol.(e) Session layer : this layer 
ontrols the dialogues (
onne
tions) between 
omputers. Itestablishes, manages and terminates the 
onne
tions between the lo
al and remoteappli
ation using the servi
es o�ered by the Transport layer.(f ) Presentation layer : this layer establishes 
ontext between appli
ation-layer entities,in whi
h the higher-layer entities may use di�erent syntax and semanti
s, if thepresentation servi
e provides a mapping between them. It provides independen
efrom data representation (e.g., en
ryption) by translating between appli
ation andnetwork formats.(g) Appli
ation layer : the last layer is the OSI layer 
losest to the end user, whi
h meansthat both the OSI appli
ation layer and the user intera
t dire
tly with the softwareappli
ation. This layer implements many well-known 
ommuni
ation servi
es and
omponents, su
h as File Transfer Proto
ol (FTP), Hypertext Transfer Proto
ol(HTTP), Domain Name System (DNS), et
.The most su

essful implementation of the OSI referen
e model is today the TransferControl Proto
ol/Internet Proto
ol version 4 (TCP/IPv4) and Fig. 2.3 shows how itslayers relate to the layers de�ned by OSI. Sin
e TCP/IP is loosely based on the layereddesign of the OSI referen
e model, its sta
k design is highly rigid and stri
t and ea
hlayer 
ooperates only with the layer dire
tly above it or the one dire
tly below it. Thisresults in a non{existent 
ollaboration between the di�erent layers. The weaknesses of10



Figure 2.2: The Open Systems Inter
onne
tion referen
e model.the OSI design are obvious in the 
ase of wireless 
ommuni
ations that have di�erentinfrastru
ture and demands 
omparing to the wired 
ommuni
ation.2.1.2 Cross{Layer DesignTo fully optimize wireless broadband networks, both the 
hallenges from the physi
almedium and the QoS (Quality of Servi
e) demands from the appli
ations have to betaken into a

ount. Low throughput, dropped or 
orrupted pa
kets, jitter and out-of-order delivery a�e
t the o�ered QoS. The degradation of the end{to{end quality dueto these fa
tors is worse in the 
ase of transmission over wireless network, due to theperpetual 
hanges of its state. Owing to this, rate, power and 
oding at the physi
al layershould be adapted to meet the requirements of the appli
ations 
onforming to the 
urrent
hannel and network 
onditions.Therefore, information has to be shared between all layers so that the highest possibleadaptivity is obtained. Feedba
k 
an be transported dynami
ally via the layer boundariesto enable the 
ompensation for overload, laten
y or other mismat
h of requirements andresour
es in 
ase that a layer is a�e
ted by a de�
ien
y dete
ted in another layer. The
ross-layer 
ontrol me
hanism provides a feedba
k on 
on
urrent quality information forthe adaptive setting of 
ontrol parameters. Cross{layer adaptation has be
ome a popularsolution for optimizing the performan
e of real{time multimedia appli
ations implementedon resour
e 
onstrained systems. By jointly optimizing parameters, 
on�gurations and11



Figure 2.3: The TCP/IP sta
k.algorithms a
ross two or more system layers, rather than optimizing them in isolation,system performan
e 
an be signi�
antly improved.Taking these fa
ts into 
onsideration, we applied a multi{node 
ross{layer optimizationte
hnique on multihop DS{CDMA based WVSNs that operates a
ross the physi
al, datalink and appli
ation layers of the system. The employed method a

ounts for networkperforman
es all the way from the physi
al layer up to the appli
ation layer. All of thesour
e and relay nodes of the 
onsidered WVSN are jointly optimized as the followingparameters are allo
ated simultaneously to them by the optimization s
heme:(a) Transmitted power at the physi
al layer.(b) Channel 
oding rate at the data link layer.(
) Sour
e 
oding rate at the appli
ation layer.2.2 Radio Propagation ModelsIn reality, the signal strength or energy level de
ays as the distan
e from the transmitterto the re
eiver in
reases. The propagation of the signal a
ross a link de
reases its energy.With any 
ommuni
ations system, the signal that is re
eived di�ers from the signal thatis transmitted, due to various transmission impairments. For analog signals, these impair-ments introdu
e various random modi�
ations whereas for digital signals bit errors may
orrupt the transmitted data; a binary 1 is transformed into a binary 0 and vi
e versa.Generally, the radio waves travel between two points in four di�erent ways. Theyeither propagate dire
tly from one point to another or follow the 
urvature of the earthor even refra
t o� the ionosphere ba
k to earth. Sometimes they might be
ome trappedin the atmosphere and travel long distan
es. For the WVSNs deployed in this thesis, thetransmitted signal uses a frequen
y equal to 315 MHz. Therefore, we assume line{of{sightwireless transmission [33℄. For this kind of transmission the most signi�
ant impairmentsthat degrade the signal quality are the following:12



(a) Attenuation and Attenuation distortion(b) Free spa
e loss(
) Noise(d) Atmospheri
 absorption(e) Multipath(f ) Refra
tionIn our method either the free spa
e loss or the multipath and the noise a�e
t the levelof the re
eived power of a node. Free spa
e loss is the type of attenuation of a transmittedsignal that o

urs while the signal is being spread over a larger and larger area, even if noother sour
es of attenuation or impairment are assumed. Next, the multipath is the e�e
tthat takes pla
e when the signal is re
e
ted by obsta
les so that multiple 
opies of thesignal with varied delays 
an be re
eived. There are 
ases that the re
eiver may 
aptureonly re
e
ted signals or a 
omposite signal that 
an be either larger or smaller than thedire
t signal, depending on the di�eren
es in the path lengths of the dire
t and re
e
tedwaves. As far as the noise is 
on
erned, it 
an be de�ned as additional unwanted signalsinserted between transmission and re
eption of an original signal. For our model, noiseis 
onsidered to be the interferen
e 
aused to a node's transmission by the simultaneoustransmissions of other nodes and the ba
kground noise.These propagation e�e
ts in
uen
e system performan
e, parti
ularly when dealingwith power 
ontrol. Although the me
hanisms are diverse, they are usually 
hara
terizedby these e�e
ts. The propagation models have traditionally fo
used on predi
ting theaverage re
eived signal strength at a given distan
e from the transmitter, as well as thevariability of the signal strength in 
lose spatial proximity to a parti
ular lo
ation. Thereare two general 
ategories of propagation models [29℄:(a) The large{s
ale propagation models that predi
t the mean signal strength for an ar-bitrary transmitter{re
eiver(T-R) separation distan
e (of several hundreds or thou-sand meters) and are useful in estimating the radio 
overage area of a transmitter.(b) The small{s
ale or fading models that 
hara
terize the rapid 
u
tuations of there
eived signal strength over very short travel distan
es (a few wavelengths) orshort{time durations (on the order of se
onds).Moreover, di�erent models have been developed to meet the needs of realizing the prop-agation behavior in di�erent 
onditions. Types of models for radio propagation in
ludethe models for indoor or outdoor appli
ations, the ground wave propagation models, thesky wave propagation models, the environmental attenuation models, the point-to-pointpropagation models, the terrain models and the 
ity models.13



In our work we employed two di�erent propagation models, des
ribed in se
tions 2.2.1and 2.2.2, so as to predi
t the re
eived power at a spe
i�
 distan
e from a node, namelythe Free Spa
e and the Two Ray Ground Re
e
tion Model. We take into a

ount both thefree spa
e model (dire
t path) and the multipath fading model (re
e
tion path) dependingon the distan
e between transmitter and re
eiver. If this distan
e is less than a 
ertaindistan
e known as the 
ross{over distan
e d0, the Free Spa
e model should be used, elsethe Two Ray Ground model is used. The 
ross{over distan
e is de�ned as follows:d0 =
4�hrht√l� ; (2.1)where l 6 1 is the system loss fa
tor, � is the wavelength of the 
arrier signal, ht is thetransmitter antenna height and hr is the re
eiver antenna height.2.2.1 Free Spa
e Propagation ModelThe Free Spa
e Propagation Model is used to predi
t re
eived signal strength when thetransmitter and re
eiver have a 
lear, unobstru
ted line{of{sight path between them. Aswith most large{s
ale radio wave propagation models, this model predi
ts that re
eivedpower de
ays as a fun
tion of the T-R separation distan
e raised to some power. Itbasi
ally represents the 
ommuni
ation range as a 
ir
le around the transmitter, whi
hradiates in all dire
tions uniformly (isotropi
 radiator). Letting Strans be the power at thetransmitted antenna, Sre
(d) the power at the re
eiver antenna, d the distan
e betweenthe two antennas, � the wavelength of the 
arrier signal, the free spa
e loss for an idealisotropi
 transmitter is: Strans(d)Sre
(d) =

(4�)2d2�2
: (2.2)The re
eived power Sre
n (d) at a re
eiver node in distan
e d from a node n that transmitspower Stransn is given by the Friis formula for transmitters that are not isotropi
, thus theantenna gains have to be taken into a

ount:Sre
n (d) = Stransn GtGr�2

(4�)2d2l = Stransn GtGr
2
(4�)2f 2d2l ; (2.3)where l > 1 is the system loss fa
tor not related to propagation, � is the wavelength ofthe 
arrier signal in meters, f is the 
arrier frequen
y in Hz, Gt is the transmitter antennagain and Gr is the re
eiver antenna gain. The value � is related to the 
arrier frequen
yby � = 
=f , where 
 is the speed of light whi
h is equal to 3 × 108 m/se
. The values forStransn and Sre
n (d) must be expressed in the same units while Gt and Gr are dimensionlessquantities. The mis
ellaneous losses l are usually due to transmission line attenuation,�lter losses as well as antenna losses in the 
ommuni
ation system. A value of l = 1indi
ates no loss in the system hardware.The Eq. (2.3) shows that the re
eived power falls o� as the square of the T-R separationdistan
e. It has been proved that for the same antenna dimensions and separation, the14



Figure 2.4: The Two Ray Ground Re
e
tion Model.higher the frequen
y f is, the higher is the free spa
e path loss. As the frequen
y in
reases,losses be
ome more burdensome.2.2.2 Two Ray Ground Re
e
tion ModelA single line{of{sight between two nodes may not always be the only means of propa-gation. Hen
e, the Free Spa
e Propagation Model 
an be ina

urate and the Two RayGround Re
e
tion Model is preferable. This model is based on geometri
 opti
s and
onsiders both the dire
t line{of{sight path (
omponent ELOS) and a ground re
e
tionpath (
omponent Eg) between transmitter and re
eiver, as depi
ted in Fig. 2.4. Assumingthe Earth to be 
at, the re
eived power Sre
n (d) at a re
eiver node in distan
e d from atransmitting node n is predi
ted by:Sre
n (d) = Stransn GtGrh2th2rd4l ; (2.4)where Stransn is the transmitted power of node n, l > 1 is the system loss fa
tor not relatedto propagation, Gt is the transmitter antenna gain, Gr is the re
eiver antenna gain, htis the transmitter antenna height and hr is the re
eiver antenna height. This model hasbeen found to be reasonably a

urate for predi
ting the large{s
ale signal strength overdistan
es of several kilometers, 
omparing to the Free Spa
e Model whi
h gives betterresults for small distan
es. Although the Eq. (2.4) demonstrates a faster power loss thanEq. (2.3) as the T-R separation distan
e in
reases, the Two Ray Ground Re
e
tion Modeldoes not perform well for short distan
es. This is 
aused by the os
illation due to the
onstru
tive and destru
tive 
ombination of the two rays. It should also be noted that atlarge values of d (d ≫
√hthr), the re
eived power and the path loss be
ome independentof the frequen
y.
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2.3 Joint Sour
e and Channel CodingRegarding the eÆ
ient transmission of data through a 
hannel, 
oding theory has formedessentially two aspe
ts. The �rst one is the data 
ompression or sour
e 
oding thatinvolves en
oding information using fewer bits than the original representation. These
ond is the error 
orre
tion or 
hannel 
oding, a te
hnique used for 
ontrolling errors indata transmission over unreliable or noisy 
ommuni
ation 
hannels.Shannon's separation theorem states that sour
e 
oding and 
hannel 
oding 
an beperformed separately and sequentially, while maintaining optimality, if the sour
e 
odingrate does not ex
eed 
hannel 
apa
ity. However, this is true only in the 
ase of asymp-toti
ally long blo
k lengths of data. In many pra
ti
al appli
ations, the 
onditions of theShannon's separation theorem neither hold, nor 
an be used as a good approximation.The two employed 
oders do not a
tually have in�nite delay and 
omplexity so that thethe sour
e and 
hannel 
oding are optimized independently. To make matters worse, thistheorem 
an be applied only in point{to{point 
ommuni
ation so it does not �t the mod-ern multiuser 
ommuni
ations systems with 
ontinuously variable 
hannel 
onditions andhigh QoS demands.As a 
onsequen
e, 
onsiderable interest has developed in various s
hemes of jointsour
e-
hannel 
oding as it has the ability to 
ope with varied 
hannel qualities andto approa
h the theoreti
al bounds of transmission rates. In information theory, jointsour
e{
hannel 
oding is the en
oding of a redundant information sour
e for transmissionover a noisy 
hannel, and the 
orresponding de
oding, using a single 
ode instead of themore 
onventional steps of sour
e 
oding followed by 
hannel 
oding.In our model we employ joint sour
e{
hannel 
oding under the assumption that thetwo en
oders ex
hange information that they are able to 
ommuni
ate with the physi
allayer. Figure 2.5 illustrates the 
onsidered DS{CDMA wireless system. The CentralizedControl Unit (CCU) uses a rate{
ontroller that allo
ates eÆ
iently the sour
e and 
hannel
oding rates and the transmitted powers to the users of the network. It is obviouslyne
essary that the appli
ation layer should 
ommuni
ate with the physi
al and the datalink layer so that parameters of all layers are tuned 
onforming to the users' requirements(distortion) and the network 
onditions (bit error rate); the sour
e 
oding rate must be
hosen aiming at the minimization of the video distortion; the 
hannel 
oding rate shouldo�er a good level of prote
tion to the transmitted data; the transmitted power a�e
tsis equally important to the other parameters as it a�e
ts the performan
e of the layersabove the physi
al layer.2.3.1 Sour
e Coding { H.264/AVC standardVideo 
ompression is the pro
ess of 
onverting digital video into a format that takes upless 
apa
ity when it needs to be stored or transmitted. It is useful be
ause it helpsredu
e the 
onsumption of data spa
e or transmission 
apa
ity. Be
ause 
ompressed datamust be de
ompressed to be used, this extra pro
essing imposes 
omputational or other16



Figure 2.5: The 
ross{layer design of a wireless system that supports joint sour
e and
hannel 
oding.
osts through de
ompression. For instan
e, a 
ompression s
heme for video may requireexpensive hardware for the video to be de
ompressed fast enough to be viewed as it isbeing de
ompressed, and the option to de
ompress the video in full before wat
hing itmay be in
onvenient or require additional storage.The design of data 
ompression s
hemes involve trade-o�s among various fa
tors, in-
luding the degree of 
ompression, the amount of distortion introdu
ed, e.g. when usinglossy data 
ompression, and the 
omputational resour
es required to 
ompress and un
om-press the data. Espe
ially for the 
ase the video transmission, a high level of 
ompressionis required with the less possible impa
t on the o�ered quality. It is therefore essentialthat a 
ompression algorithm 
auses the least possible distortion to the de
oded video fora 
ertain bit rate that is used for the en
oding pro
ess.For the 
ompression of the video sequen
es used for transmission in the WVSN topolo-gies tested with our method the H.264/AVC (Advan
ed Video Coding) standard waspreferred. It is 
urrently one of the most 
ommonly used formats for the re
ording, 
om-pression, and distribution of high de�nition video. This 
ode
 is adopted for an in
reasingrange of appli
ations in
luding:(a) High De�nition DVDs (HD{DVD and Blu{Ray formats)(b) High De�nition TV Broad
ast in Europe(
) Apple produ
ts in
luding iTunes video downloads, iPod video and Ma
OS(d) Mobile TV broad
asting(e) Internet video(f ) Video
onferen
ing 17



Figure 2.6 shows the en
oding and de
oding pro
ess and highlights the parts that are
overed by the H.264/AVC standard. The en
oder performs blo
k motion 
ompensation,i.e. it pro
esses a frame of video in units of a ma
roblo
k (16 × 16 displayed pixels). Itforms a predi
tion of the ma
roblo
k based on previously 
oded data, either from the
urrent frame (intra predi
tion) or from other frames that have already been 
oded andtransmitted (inter predi
tion). The en
oder subtra
ts the predi
tion from the 
urrentma
roblo
k to form a residual.The H.264/AVC standard also 
overs two layers in order to a
hieve a \network{friendly" video representation addressing \
onversational" (video telephony) and \non
onversational" (storage, broad
ast, or streaming) appli
ations; the Video Coding Layer(VCL) whi
h 
reates a 
oded representation of the sour
e 
ontent and the Network Ab-stra
tion Layer (NAL) to format the VCL data and provide header information abouthow to use the data for video delivering over network [30℄.The 
oded video data are organized into NAL units, whi
h are pa
kets that ea
h 
on-tains an integer number of bytes [34℄. A NAL unit starts with a one{byte header, whi
hsignals the type of the data it 
ontains. The remaining bytes represent payload data.NAL units are 
lassi�ed into VCL NAL units, whi
h 
ontain 
oded sli
es or 
oded sli
edata partitions, and non{VCL NAL units, whi
h 
ontain asso
iated additional informa-tion. The most important non{VCL NAL units are parameter sets and SupplementalEnhan
ement Information (SEI). The sequen
e and pi
ture parameter sets 
ontain in-frequently 
hanging information for a video sequen
e. SEI messages are not required forde
oding the samples of a video sequen
e. They provide additional information whi
h 
anassist the de
oding pro
ess or related pro
esses like bit stream manipulation or display. Aset of 
onse
utive NAL units with spe
i�
 properties forms an a

ess unit. The de
odingof an a

ess unit results in exa
tly one de
oded pi
ture. A set of 
onse
utive a

ess unitswith 
ertain properties is a 
oded video sequen
e; these a

ess units are sequential in theNAL unit stream and use only one sequen
e parameter set. A 
oded video sequen
e repre-sents an independently de
odable part of a NAL unit bit stream. It always starts with aninstantaneous de
oding refresh a

ess unit (IDR), whi
h signals that the IDR a

ess unitand all the following a

ess units 
an be de
oded without de
oding any previous pi
turesof the bit stream. An IDR a

ess unit 
ontains an intra pi
ture whi
h is a 
oded pi
turethat 
an be de
oded without de
oding any previous pi
tures in the NAL unit stream. ANAL unit stream may 
ontain one or more 
oded video sequen
es.The VCL of H.264/AVC follows the so{
alled blo
k{based hybrid video 
oding ap-proa
h. The way pi
tures are partitioned into smaller 
oding units follow the traditional
on
ept of subdivision into ma
roblo
ks and sli
es. Ea
h pi
ture is partitioned into ma
-roblo
ks and sli
es that ea
h 
overs a re
tangular pi
ture area of 16 × 16 luma sampleand 8×8 samples of the two 
hroma 
omponents, in the 
ase of a video in a 4:2:0 
hromasampling format. The samples of a ma
roblo
k are either spe
ially or temporally pre-di
ted and the resulting predi
tion residual signal is represented using transform 
oding.The ma
roblo
ks of a pi
ture are organized in sli
es, ea
h of whi
h 
an be parsed inde-18



Figure 2.6: The H.264/AVC en
oder and de
oder stru
ture.pendently of other sli
es in a pi
ture. Depending on the degree of freedom for generatingthe predi
tion signal, H.264/AVC supports three basi
 sli
e 
oding types:(a) I-sli
e: intra pi
ture predi
tive 
oding using spatial predi
tion from neighboringregions,(b) P-sli
e: intra pi
ture predi
tive 
oding and inter pi
ture predi
tive 
oding with onepredi
tion signal for ea
h predi
ted region,(
) B-sli
e: intra pi
ture predi
tive 
oding, inter pi
ture predi
tive 
oding and interpi
ture bipredi
tive 
oding with two predi
tion signals that are 
ombined with aweighted average to form the region predi
tion.The predi
tion methods supported by H.264/AVC are more 
exible than those inprevious standards, enabling a

urate predi
tions and hen
e eÆ
ient video 
ompression.Intra predi
tion uses 16 × 16 and 4 × 4 blo
k sizes to predi
t the ma
roblo
k from sur-rounding previously 
oded pixels within the same frame (Fig. 2.7). Inter predi
tion usesa range of blo
k sizes (from 16× 16 down to 4× 4) to predi
t pixels in the 
urrent framefrom similar regions in previously 
oded frames (Fig. 2.8).For transform 
oding, H.264/AVC spe
i�es a set of integer transforms of di�erentblo
k sizes. While for intra ma
roblo
ks the transform size is dire
tly 
oupled to the intrapredi
tion blo
k size, the luma signal of motion{
ompensated ma
roblo
ks that do not
ontain blo
ks smaller than 8 × 8 
an be 
oded by using either 4 × 4 or 8 × 8 transform.For the 
hroma 
omponents a two{stage transform, 
onsisting of 4 × 4 transforms and aHadamard transform of the resulting DC 
oeÆ
ients is employed. A similar hierar
hi
altransform is also used for the luma 
omponent of ma
roblo
ks 
oded in intra 16× 16. All19



Figure 2.7: The intra predi
tion Figure 2.8: The inter predi
tion.inverse{transforms are spe
i�ed by exa
t integer operations, so that inverse{transformmismat
hes are avoided.In the step of quantization, the output of the transform, a blo
k of transform 
oeÆ-
ients, is quantized, i.e. ea
h 
oeÆ
ient is divided by an integer value. H.264/AVC usesuniform re
onstru
tion quantizers. Quantization redu
es the pre
ision of the transform
oeÆ
ients a

ording to a quantization parameter QP whi
h is sele
ted for ea
h ma
-roblo
k. One of 52 quantization step sizes 
an be 
hosen per ma
roblo
k. Typi
ally, theresult is a blo
k in whi
h most or all of the 
oeÆ
ients are zero, with a few non{zero
oeÆ
ients. Setting QP to a high value means that more 
oeÆ
ients are set to zero,resulting in high 
ompression at the expense of poor de
oded video quality. Setting QPto a low value means that more non{zero 
oeÆ
ients remain after quantization, resultingin better quality but lower 
ompression.The video 
oding pro
ess produ
es a number of values that must be en
oded to formthe 
ompressed stream. These values are the quantized transform 
oeÆ
ients, informa-tion to enable the de
oder to re
reate the predi
tion, information about the stru
ture ofthe 
ompressed data and the 
ompression tools used during en
oding and informationabout the 
omplete video sequen
e. These values and parameters (syntax elements) are
onverted into binary 
odes using variable length 
oding and/or arithmeti
 
oding. Inparti
ular, for the entropy 
oding two lossless 
ompression algorithms are preferred; theContext-adaptive binary arithmeti
 
oding (CABAC) and the Context-adaptive variable-length 
oding (CAVLC). While CAVLC uses variable length 
odes and its adaptivity isrestri
ted to the 
oding of transform 
oeÆ
ient levels, CABAC utilizes arithmeti
 
odingand a more sophisti
ated me
hanism for employing statisti
al dependen
ies, whi
h leadsto typi
al bit rate savings of 10-15 % 
omparing to CAVLC. Ea
h of these en
oding meth-ods produ
es an eÆ
ient, 
ompa
t binary representation of the information. The en
odedbit stream 
an be stored or transmitted after this pro
ess.In the de
oding pro
ess the video de
oder that re
eives the 
ompressed H.264 bitstream de
odes ea
h of the syntax elements and extra
ts the ne
essary information (quan-tized transform 
oeÆ
ients, predi
tion information, et
). This information is then usedto reverse the 
oding pro
ess and re
reate a sequen
e of video pi
tures.The quantized transform 
oeÆ
ients are re{s
aled and ea
h of them is multiplied byan integer value so that its original s
ale is restored. An inverse transform 
ombines thestandard basis patterns, weighted by the re{s
aled 
oeÆ
ients, to re{
reate ea
h blo
k of20



residual data. These blo
ks are 
ombined together to form a residual ma
roblo
k. Forea
h ma
roblo
k, the de
oder forms a predi
tion whi
h is added to the de
oded residual.A de
oded ma
roblo
k is next re
onstru
ted and 
an be displayed as part of a video frame.The biggest advantage of the H.264/AVC standard over previous standards is its 
om-pression performan
e. It 
an deliver better image quality at the same 
ompressed bit rateor a lower 
ompressed bit rate for the same image quality, 
omparing to other standardssu
h as MPEG-2 and MPEG-4 Visual.2.3.2 Channel Coding { Rate Compatible Pun
tured ConvolutionalCodesMany 
ommuni
ation 
hannels are subje
t to 
hannel noise, and thus errors may be in-trodu
ed to the transmitted data during transmission from the sour
e to a re
eiver. Ininformation theory and 
oding theory with appli
ations in 
omputer s
ien
e and tele
om-muni
ation two te
hniques that enable reliable delivery of digital data over unreliable
ommuni
ation 
hannels are employed: the error dete
tion and the error 
orre
tion. Er-ror dete
tion te
hniques allow dete
ting errors 
aused by noise or other impairmentsduring transmission, while error 
orre
tion enables the dete
tion of errors and the re
on-stru
tion of the original error{free data. The general idea for a
hieving error dete
tionand 
orre
tion is to add some redundan
y (i.e. some extra data) to a message, whi
hre
eivers 
an use to 
he
k the 
onsisten
y of the delivered message, and to re
over datadetermined to be erroneous.In tele
ommuni
ations, the error dete
tion is most 
ommonly realized using a suitablehash fun
tion or a 
he
ksum algorithm. A hash fun
tion adds a �xed-length tag toa message, whi
h enables re
eivers to verify the delivered message by re
omputing thetag and 
omparing it with the one provided. A 
he
ksum algorithm is the pro
edurethat yields the 
he
ksum (�xed-size datum 
omputed from an arbitrary blo
k of digitaldata) from the data. A good 
he
ksum algorithm will yield a di�erent result with highprobability when the data is a

identally 
orrupted; if the 
he
ksums mat
h, the data isvery likely to be free of a

idental errors. The error 
orre
tion may be realized in twodi�erent ways:(a) Automati
 repeat request (ARQ): This is an error 
ontrol te
hnique whereby anerror dete
tion s
heme is 
ombined with requests for retransmission of erroneousdata. Every blo
k of data re
eived is 
he
ked using the error dete
tion 
ode used,and if the 
he
k fails, retransmission of the data is requested. This may be donerepeatedly, until the data 
an be veri�ed.(b) Forward error 
orre
tion (FEC): The sender en
odes the data using an error-
orre
ting 
ode (ECC) prior to transmission. The additional information (redun-dan
y) added by the 
ode is used by the re
eiver to re
over the original data. Ingeneral, the re
onstru
ted data is what is deemed the \most likely" original data.21



In addition, there are three main 
ategories of FEC 
odes. On the one hand, there arethe Blo
k 
odes that work on �xed-size blo
ks (pa
kets) of bits or symbols of predeterminedsize. Pra
ti
al blo
k 
odes 
an generally be de
oded in polynomial time to their blo
klength. On the other hand, there are the Convolutional 
odes whi
h work on bit or symbolstreams of arbitrary length. A 
onvolutional 
ode 
an be turned into a blo
k 
ode, ifdesired, by a te
hnique 
alled \tail-biting". The third 
ategory is the Turbo 
odes. Theirperforman
e is 
lose to the Shannon theoreti
al limit. The en
oder is formed by theparallel 
on
atenation of two 
onvolutional 
odes separated by an interleaver or permuterand the two 
orresponding de
oders de
ode the re
eived data through an iterative pro
ess.The 
onvolutional 
odes are used extensively in numerous appli
ations in order toa
hieve reliable data transfer. They map information to 
ode bits sequentially by 
on-volving a sequen
e of information bits with \generator" sequen
es. The en
oder has a
ertain stru
ture su
h that the en
oding pro
ess 
an be expressed as 
onvolution. Usuallythey are de�ned by three parameters (n, m, k); n is the number of output bits, m is thenumber of input bits and k is the number of the registers. The ratio m=n is the 
oderate and demonstrates the eÆ
ien
y of a 
onvolutional 
ode. Also, the 
onstraint lengthL = m(k − 1) represents the number of bits in the registers that a�e
t the output of then bits.To 
onvolutionally en
ode data, k memory registers, ea
h holding 1 input bit, areemployed. The en
oder has n modulo-2 adders and n generator polynomials, one forea
h adder. These polynomials de
ide whi
h bits will be added so that ea
h output bit isderived. An input bitm1 is fed into the leftmost register. Using the generator polynomialsand the existing values in the remaining registers, the en
oder outputs n bits. Now allregister values are shifted bitwise to the right (m1 moves to m0, m0 moves to m− 1) andthe registers wait for the next input bit. If there are no remaining input bits, the en
oder
ontinues output until all registers have returned to the zero state.Figure 2.9 depi
ts an en
oder with 
ode rate equal to 1/3 and 
onstraint length Lequal to three. Generator polynomials are G1 = (1,1,1), G2 = (0,1,1), and G3 = (1,0,1).Therefore, output bits are 
al
ulated as follows:n1 = m1 + m0 + m− 1n2 = m0 + m− 1n3 = m1 + m− 1Several algorithms exist for de
oding 
onvolutional 
odes. For relatively small values ofk, the Viterbi algorithm is universally used as it provides maximum likelihood performan
eand is highly parallelizable. Codes with bigger 
onstraint length are more pra
ti
allyde
oded with any of several sequential de
oding algorithms, of whi
h the Fano algorithm isthe best known. Unlike Viterbi de
oding, sequential de
oding is not maximum likelihoodbut its 
omplexity in
reases slightly with 
onstraint length, allowing the use of strong,long-
onstraint-length 
odes. 22



Figure 2.9: A 
onvolutional en
oder with rate 1/3 and L = 3.The Viterbi algorithm employed for 
hannel de
oding in our model �nds the mostlikely sequen
e of hidden states 
alled the Viterbi path. It 
omputes a spe
i�
 metri
, e.g.the Hamming distan
e, for ea
h path. The path that has the higher value of that metri
is the path to be 
hosen. This results in a sequen
e of observed events. The algorithm
ompares the re
eived sequen
e with all possible transmitted sequen
es and sele
ts thepath of the trellis that results in a sequen
e that is similar to the re
eived sequen
e inmost of the pla
es. This algorithm assumes that the error probabilities are very low andthat the errors are randomly distributed. Considering the 
onvolutional 
ode with (n, m,k) = (2, 1, 3) of Fig. 2.10 and its 
orresponding trellis (a state diagram with a verti
allayout) Fig. 2.11, a valid path through the trellis is a-b-d-
-a-b-
-a that was generated bythe input sequen
e 1100100 and produ
es the output sequen
e 11 10 01 01 11 11 10 11.In 
ase of an invalid path, the de
oder tries to apply error 
orre
tion by determining theinput that most likely generated the invalid output.For a simpler implementation of the de
oding pro
ess using the Viterbi algorithm forrate m=n with two bran
hes arriving at ea
h node instead of 2m bran
hes, the pun
tured
onvolutional 
odes were introdu
ed. These 
odes are based on pun
turing, a te
hniquethat makes a m=n rate 
ode from a \basi
" 
ode with rate equal to 1/2. The new rate
ode is rea
hed by deletion of some bits in the en
oder output. Bits are deleted a

ordingto a pun
turing matrix. For example, if a 
ode with rate 2/3 has to be derived using thematrix [ 1 0
1 1 ] the output of a basi
 en
oder should be taken; every se
ond bit from the �rstbran
h and every bit from the se
ond one are transmitted.An extension to the pun
turing te
hnique is the utilization of the Rate CompatiblePun
tured Convolutional 
odes (RCPC). A low rate 1=N 
ode is pun
tured periodi
allywith a period P so that a family of 
odes with rate P=(P + l), where l ∈ [1; (N − 1)P ].A rate 
ompatibility restri
tion on the pun
turing tables ensured that all 
ode bits ofhigh rate 
odes (mother 
odes) are used by the lower rate 
odes. In other words, a 
odewith higher rate must be a subset of a 
ode with a lower rate. If these 
odes are used,the transmitted signal 
an be en
oded at di�erent rates without in
reasing the de
oder
omplexity. 23



Figure 2.10: A 
onvolutional en
oder with (n, m, k) = (2, 1, 3).

Figure 2.11: Trellis Diagram for a 
onvolutional en
oder with (n, m, k) = (2, 1, 3).
24



Figure 2.12: Pun
turing tables with 
d values for RCPC 
odes with P = 8, k = 4 andrates 8

8 + l ; l = 1; 2; 4; 6 : : :24.Another advantage of the RCPC 
odes is that the same Viterbi de
oder 
an be usedfor all RCPC 
odes of the same number of registers. Furthermore, the Viterbi upperbounds 
an be found for the bit error probability Pb that is given by:Pb 6
1P ∞
∑d=dfree 
dPd (2.5)where P is the period of 
ode, Pd is the pairwise error probability in 
hoosing between twopaths of mutual Hamming distan
e d, dfree is the minimum Hamming distan
e betweentwo di�erent 
oded sequen
es (free distan
e of the 
ode) and 
d is the distan
e spe
tra, i.e.the average number of bit errors resulting from an erroneous 
hoi
e between two pathswith distan
e d.For the RCPC 
odes used in our model, we set P = 8 and k = 4. A family of 
odeswith rates 8

8 + l ; l = 1; 2; 4; 6 : : :24 is derived. The ne
essary values for 
d and dfree aregiven by the table shown in Fig. 2.12.2.4 Dire
t-Sequen
e Code Division Multiple A

ess (DS{CDMA)In the present thesis the nodes of the 
onsidered WVSNs a

ess the 
hannel by employingDire
t-Sequen
e Code Division Multiple A

ess (DS{CDMA), the most widely used typeof Code Division Multiple A

ess (CDMA).25



CDMAFirst of all, CDMA is a multiplexing te
hnique used with spread spe
trum. Spreadspe
trum is a
tually a method by whi
h a signal generated in a parti
ular bandwidth isdeliberately spread in the frequen
y domain, resulting in a signal with a wider bandwidth.CDMA employs spread-spe
trum te
hnology and a spe
ial 
oding s
heme where ea
htransmitter is assigned a di�erent 
ode sequen
e. Popular 
odes are the maximum lengthor \pseudo-noise" sequen
es, the Walsh the Hadamard 
odes, the Gold 
odes and theKasami 
odes. In that way multiple a

ess is provided whi
h means multiple users areallowed to be multiplexed over the same physi
al 
hannel, so that they all transmit theirsignals simultaneously on the same frequen
y.Two main approa
hes exist for the implementation of spread spe
trum modulationin multiple a

ess s
hemes su
h as CDMA: the Dire
t Sequen
e Spread Spe
trum (DSSS)and the Frequen
y Hopping Spread Spe
trum (FHSS). In CDMA based systems that useFSSS (FH{CDMA) the data of ea
h user are transmitted over a 
arrier that swit
hesrapidly among many frequen
y 
hannels. The bandwidth spe
trum is split in a number offrequen
ies so that many users are able to transmit simultaneously. On the 
ontrary, in theCDMA systems that employ DSSS (DS{CDMA) the data of all users 
an be transmittedat the same time over the same bandwidth spe
trum. The �nal transmitted signal of ea
huser o

upies more bandwidth than the information signal that is modulated.Supposing we have an original signal with a bit data rate D that is transmittedusing CDMA. Ea
h bit is broken into k 
hips a

ording to a pattern whi
h is spe
i�
for ea
h user (user's 
ode). The resulting 
hannel will have a 
hip rate equal to kD
hips/se
. For Fig. 2.13 three users A, B, C with 
odes 
a = (1; 0; 0; 1), 
b = (1; 1; 0; 0)and 

 = (1; 1; 0; 1) respe
tively are assumed. Letting k = 4, a de
oder that re
eives a
hip sequen
e d = (d1; d2; d3; d4) and tries to 
ommuni
ate with a user u that has a 
ode
 = (
1; 
2; 
3; 
4) applies the following de
oding pro
ess:Su(d) = d1 × 
1 + d2 × 
2 + d3 × 
3 + d4 × 
4: (2.6)If the user A wants to send a 1 bit, it transmits its 
ode as a 
hip pattern (1, 0,0, 1), else it uses the 
omplement of this pattern, (0, 1, 1, 0), in order to transmit a0 bit. For the respe
tive 
ases, it is derived from Eq. (2.6) that SA(1; 0; 0; 1) = 2 andSA(0; 1; 1; 0) = 0. If the de
oder 
omputes for SA(d) a value equal to 2 or 0 then a bit1 or 0 is re
eived. In any other 
ase, either information from the wrong user has beende
oded or a transmission error has o

urred.Generally, there are two basi
 
ategories of a CDMA system. It 
an either be syn-
hronous or asyn
hronous. Syn
hronous CDMA exploits orthogonal 
odes; sin
e ea
h userhas a 
ode orthogonal to others' 
odes, they do not 
ause interferen
e to ea
h other. Asopposed to syn
hronous CDMA, asyn
hronous CDMA uses PN 
odes. These are \pseudo-random" or \pseudo-noise" (PN) binary sequen
es that appear randomly, although ea
hof them 
an be reprodu
ed in a deterministi
 manner by intended re
eivers.Sin
e the number of PN 
odes is not �xed, there is no stri
t limit to the number of26



Figure 2.13: CDMA example.users that 
an be supported in an asyn
hronous CDMA system, only a pra
ti
al limitgoverned by the desired bit error probability, sin
e the SINR (Signal to Interferen
e andNoise Ratio) varies inversely with the number of simultaneous users. What is more, withasyn
hronous CDMA a 
ertain level of priva
y is a
hieved as a re
eiver 
annot demodulatethe re
eived data without knowledge of the pseudo-random sequen
e used to en
ode thedata.The sele
tion of the 
odes used to modulate the users' signal is very important for theperforman
e of an asyn
hronous CDMA system. The good separation between the signalof a desired user and the signals of other users is essential. Unlike syn
hronous CDMA, thesignals of other users will appear as noise to the signal of interest and interfere slightlywith the desired signal in proportion to number of users. In fa
t, the sum of a largenumber of PN sequen
es, whi
h are statisti
ally un
orrelated, results in multiple a

essinterferen
e (MAI) that is approximated by a Gaussian noise pro
ess.Additionally, if the signals of all users are re
eived with the same power, the noisepower of the MAI in
reases in proportion to the number of users. CDMA performan
eis also sensitive to relative re
eived powers of the signals. The o�ered QoS is a�e
ted bythe near-far problem; if signal of one user is too strong, it generates too mu
h interferen
eto the signals of other nodes. Thus, a transmitted power 
ontrol s
heme is ne
essary formaintaining good performan
e in terms of QoS for all users.Espe
ially for the 
ase of WVSNs, the transmitted power 
ontrol is applied so thatthe energy 
onsumption is minimized. The goal is not only to prolong the lifespan of theWVSN but also to suppress as mu
h as possible the interferen
e among the users thattransmit over the same frequen
y. Nevertheless, in the parti
ular 
ase of WVSNs thattransmit video 
ontent, the redu
tion of the transmitted power of ea
h node should notlead to the degradation of the video quality.27



Figure 2.14: CDMA in a DSSS BPSK Environment with n users transmitting with northogonal PN 
odes.DS{CDMAThe Dire
t Sequen
e Code Division Multiple A

ess (DS{CDMA) te
hnique is adoptedin this thesis, whi
h applies DSSS and o�ers high spe
trum eÆ
ien
y. With this method,ea
h bit of user information is represented by L bits in the transmitted signal, usinga unique spreading 
ode sk of length L. These added bits are pseudonoise (PN) 
odesymbols 
alled \
hips", ea
h of whi
h has a mu
h shorter duration than an informationbit (
hip time). For the transmission of the ith bit of a bit stream a user k transmitsbk(i)sk, namely a ve
tor of L 
hips where the value bk(i) is either 1 or -1 a

ording to thevalue of the ith bit.The deriving 
hip rate is higher than the original signal bit rate (Fig. 2.15). The ratiobetween the user information time and the 
hip time is the spread fa
tor that indi
atesthe in
rease of the bandwidth �nally used for the transmission. For instan
e, using aspreading 
ode with 5 bits the transmitted signal o

upies bandwidth that is 5 timesgreater than it would be if a spreading 
ode with 1 bit was used. A re
eiver 
an retrievethe desired signal by multiplying the re
eived signal with the same 
ode as the one used forthe transmission. Assumimg the set{up depi
ted in Fig. 2.14, 
onsisting of n users with ndi�erent orthogonal PN sequen
es, the signals from all users along with the ba
kgroundnoise rea
h the re
eiver. If it is interested in data from user 1 only (d1(t)), it multiplies there
eived signal with the spreading 
ode of user 1 (
1(t)). Eventually, the useless energy ofother users' signals is spreaded over a large bandwidth whereas the re
eiver 
an re
overthe signal of user 1 whi
h is 
on
entrated in a smaller bandwidth.For the modulation of the transmitted data, the Binary Phase Shift Keying (BPSK)te
hnique was preferred in this work. In this type of phase{shift keying that shifts thephase of the 
arrier signal two di�erent phases whi
h represent the two binary digits areused. These phases are separated by 180◦ (Fig. 2.16). Let N be the number of users in a28



Figure 2.15: A DS-CDMA signal generated by multipli
ation of a user data signal by aPN 
ode.
Input Signal

BPSK

Phase shift when the binary state changesFigure 2.16: BPSK example.syn
hronous single{path BPSK 
hannel, An, bn(i), sn, un the amplitude, symbol stream,spreading 
ode and noise of user n respe
tively and r(i), sk(i) and un ve
tors of lengthL. The re
eived signal 
an be expressed as:r(i) = A1b1(i)s1 +

N
∑n=2

Anbn(i)sn + un: (2.7)We 
onsider a multihop WVSN with K sour
e nodes andM relay nodes. As all nodes
ommuni
ate with ea
h other using DS{CDMA at the physi
al layer, ea
h node uses L
hips for a single bit transmission. Thus, a node n is asso
iated with a spreading sequen
eof length L. As in [7℄, the interferen
e from other nodes to the node of interest is modeledas Additive White Gaussian Noise (AWGN). This means that the noise n0 gets added annot multiplied to the re
eived signal, its spe
trum is 
at for all frequen
ies and its valuesfollow the Gaussian probability distribution fun
tion:p (x) =
e−(x− �)2

2�2

√
2��2

; (2.8)where � = 0 and �2 = n0=2.For a WVSN with N = K +M nodes, a node's re
eived power at a spe
i�
 distan
efrom node n is Sre
n = EnRn in Watts. En is the energy{per{bit and the total transmissionbit rate for sour
e and 
hannel 
oding in bits/se
 is given by:29



Rn =
Rs,nR
;n ; n = 1; 2; : : : ; N; (2.9)where Rs;n is the sour
e 
oding rate in bits/se
 and the dimensionless number R
;n is the
hannel 
oding rate. A node that transmits with a lower sour
e 
oding rate is able to usemore bits for the 
hannel 
oding. It 
an transmit with lower power and as a 
onsequen
eit 
auses less interferen
e to other nodes' transmissions.We assume that interferen
e exists on ea
h link a
ross the path to the CCU from nodesthat are in the e�e
tive transmission range. Letting J be the set of interfering nodes forea
h hop h, it is assumed that |J| 6 N , where |:| denotes the 
ardinality of a set. Theenergy{per{bit to (MAI) ratio is di�erent in ea
h link, depending on the nodes 
ausinginterferen
e to the 
onsidered node n and 
an be expressed for the h{th hop of a path asfollows: EnI0 +N0

=

Sre
nRn
|J|
∑j=1;j 6=n Sre
jWt +N0

; (2.10)where I0=2 is the two sided noise power spe
tral density due to MAI, N0=2 is the two sidednoise power spe
tral density of ba
kground noise in W/Hz, Wt is the total bandwidth inHz and Sre
j is the re
eived power of node j ∈ J that 
auses interferen
e to node n. For agiven re
eived signal power Sre
n at a distan
e d from a node n, the required transmittedpower Stransn for the node n 
an be determined by a suitable Radio Propagation Model,as des
ribed in se
tion 2.2.Given that the transmission bit rate is:Rn =
R
hipL ; (2.11)where the 
hip rate R
hip is the same for all nodes of the network, we 
an obtain di�erentvalues for the transmission bit rates of ea
h hop using a di�erent spreading 
ode lengthL. A smaller L in
reases the transmission bit rate but it also de
reases the energy perbit. Thus, the bit error rate is also in
reased.2.5 Des
ription of the proposed Resour
e Allo
ation method formultihop DS{CDMA WVSNsIn this se
tion, the 
onsidered resour
e allo
ation problem is formulated and the pro
essof estimating the expe
ted distortion needed for the optimization is analyzed.2.5.1 Problem FormulationAs mentioned in se
tion 1.3, our method aims at allo
ating optimally the sour
e and
hannel 
oding rates and the re
eived powers among the sour
e nodes of a WVSN and30



simultaneously allo
ate the ne
essary 
hannel 
oding rates and re
eived powers to the relaynodes of this network. The quality{based optimization a
tually minimizes a fun
tion ofthe distortions of the videos transmitted by all of the sour
e nodes of the WVSN, hen
eit optimizes the video quality of all users.We �rst de�ne the following ve
tors for the re
eived powers, sour
e and 
hannel 
odingrates of sour
e nodes k = 1; 2; : : : ; K and relay nodes m = 1; 2; : : : ;M , respe
tively:(a) Sre
 �= (Sre
S,1; : : : ; Sre
S,K; Sre
R,1; :::; Sre
R,M)⊤;(b) Rs �= (Rs;1; : : : ; Rs;K)⊤;(
) R
 �= (R
,S;1; : : : ; R
,S;K; R
,R;1; : : : ; R
,R;M)⊤:Under the 
onstraint that imposes the same transmission bit rate Rj, j ∈ J, for theinterfering nodes of hop h, for ea
h sour
e node k the sour
e 
oding rate Rs;k, the 
hannel
oding rate R
;k and the re
eived power Sre
S,k ∈ [SminS ; SmaxS ], and for ea
h relay node mthe 
hannel 
oding rate R
;m and the re
eived power Sre
R,m ∈ [SminR ; SmaxR ] are determined,so that a fun
tion of the overall end{to{end expe
ted video distortion E{Ds+
,k} for ea
hsour
e node k is minimized, i.e.
(R∗s ; R∗
 ; Sre
∗) = arg minRs;R
;Sre
 f(E{Ds+
;1}; : : : ; E{Ds+
;K});The type of the fun
tion f(:) is di�erent for ea
h one of the deployed optimization
riteria that will be presented in the next 
hapter. The E{Ds+
;1}; : : : ; E{Ds+
;K} valuesare obtained by the model des
ribed in the following se
tion.2.5.2 Expe
ted Video Distortion EstimationAs a matter of fa
t, the expe
ted distortion of a video transmitted by a spe
i�
 sour
e nodedepends on the bit error rates of the links a
ross the path to the �nal re
eiver of the video.In order to 
al
ulate the expe
ted distortion as a fun
tion of the bit error probabilitiesPb after 
hannel de
oding, we use Universal Rate{ Distortion Chara
teristi
s (URDCs),as in [3℄. It should be noted that the errors o

urring in the 
hannel are random, thusthe video distortion Ds+
,k of a user k is a random variable. Due to that fa
t we haveto 
al
ulate the value of the expe
ted distortion E{Ds+
,k} for various realizations of the
hannel.A video en
oded using the H.264/AVC standard 
an only handle pa
ket errors and notbit errors. For the purpose of estimating the video distortion with URDCs, we followedthe pro
ess des
ribed below in order to derive a 
orrelation between the pa
ket loss ratePLRRTP of the Real{Time Transport Proto
ol (RTP) and a 
ertain bit error rate BER.The RTP provides a pa
ket format for real{time data transmissions and allows the errordete
tion in a pa
ket. Let us also de�ne the pa
ket size of the pa
ket of the lowest layerin bits LLsize, the pa
ket loss rate of the lowest layer PLRLL for a pa
ket of size LLsizeand the size of an RTP pa
ket RTPsize. 31



(a) En
ode video with an H.264/AVC en
oder.(b) Estimate PLRRTP = 1 − (1 − PLRLL)RTPsize .(
) Drop pa
kets with errors from the en
oded stream a

ording to the PLRRTP .(d) De
ode the 
orrupted H.264 video stream.(e) Estimate the distortion of the de
oded video stream.After 
reating a relation between the BER and the distortion of a pa
ket{based videostream, we de�ne the total bit error probability for a multihop transmission of the videoof a sour
e node k. Assuming that Pbh;k is the bit error probability for hop h and thesour
e node k, the end{to{end bit error probability a
ross an H{hop path for k is [36℄:Pbk = 1 −
H
∏h=1

(1 − Pbh;k): (2.12)Owing to Eq. (2.12), the expe
ted distortion due to lossy 
ompression and 
hannel errors
an be derived by the model for the URDC of ea
h user k used in [16℄:E{Ds+
,k} = �k[ log10

(

1

1 −
H
∏h=1

(1 − Pbh;k))]−�k ; (2.13)where parameters �k and �k are positive numbers that depend on the motion level ofthe transmitted video sequen
e and the sour
e 
oding rate. Values of �k for high motionvideo sequen
es are generally greater than those for low motion video sequen
es. Theseparameters are determined using mean square optimization from a few (E{Ds+
,k}, Pbk)pairs and the E{Ds+
,k} values are estimated at the en
oder using the Re
ursive OptimalPer{pixel Estimate model (ROPE)[38℄. The 
hoi
e of �k and �k minimizes the squareof the approximation error so that there is no need to 
al
ulate the URDCs based onexperimental results for every possible value of P ′bs. In 
ontrast, we 
omputed the expe
teddistortion for a small number of pa
ket loss rates asso
iated with spe
i�
 BERs. Sin
ethe BER needed for the URDCs is the BER after 
hannel de
oding and the distortion
aused to the pa
ket{based video stream is related to the BER, we let Pb be equal toBER.Considering a AWGN 
hannel with BPSK modulation, the pairwise error probabilityfrom Eq. (2.5) is given by: Pd = Q(√2dR
 [ EnI0 +N0

]

) ; (2.14)where R
 is the 
hannel 
oding rate and En=(I0 +N0) is the energy/bit MAI ratio.Therefore, as an estimate of the bit error probabilities for the transmitting node n atthe h{th hop (after 
hannel de
oding), we 
an use the Viterbi upper bound for RCPC
odes as follows: 32



Pbh;n =
1P ∞
∑d=dfree 
d12erf
(√dR
;n [ EnI0 +N0

]

) ; (2.15)where P is the period of the used 
ode, dfree is the free distan
e of the 
ode and 
d is theinformation error weight. The node n 
an either be the sour
e node k or a relay node mthat retransmits the video of k. The fun
tion Q 
an be repla
ed by erf
(.) whi
h is the
omplementary error fun
tion given by:erf
(z) =
(

2

∞
∫z exp(−t2)dt)=√�: (2.16)From Equations (2.12), (2.13) and (2.15) it follows that E{Ds+
,k} of the video of user kis a fun
tion of the sour
e 
oding rate Rs;k, the 
hannel 
oding rate R
,S;k, the re
eivedpower Sre
S,k and the 
hannel 
oding rate R
,R;m and the re
eived power Sre
R,m of ea
h relaynode m that retransmits the video of k a
ross its path to the CCU:E{Ds+
,k}(Rs;k; R
,S;k; Sre
S,k; R
,R;m; Sre
R,m) =�k[ log10

(

1

1 −
H
∏h=1

(

1 − 1P ∞
∑d=dfree 
d12erf
(√dR
;n [ EnI0 +N0

]

))

)]−�k; (2.17)where n = k for the �rst hop and n = m, m ∈ [1;M ] for the next hops.
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Chapter 3OPTIMAL RESOURCE ALLOCATIONFOR MULTIHOP DS{CDMA WIRELESSVISUAL SENSOR NETWORKS
3.1 Resour
e Allo
ation using the Nash Bargaining Solution (NBS)3.2 Resour
e Allo
ation with Minimization of the Expe
ted Distortion3.3 Resour
e Allo
ation with Minimization of the Weighted Aggregation of the Expe
tedDistortion (MWAD)3.4 Parti
le Swarm OptimizationIn this 
hapter, the employed optimization 
riteria are presented and formulated.Moreover, the ne
essary notions of Game Theory are explained for the better 
ompre-hension of the 
riteria that are solved using the Nash Bargaining Solution (NBS). In allresulting optimization problems, the goal is to minimize the expe
ted end{to{end distor-tion E{Ds+
,k} of ea
h node k of the WVSN. In other words, the Peak Signal{to{NoiseRatio (PSNR) of ea
h user has to be maximized:PSNRk = 10 log10

2552E{Ds+
,k} : (3.1)PSNR is the ratio between the maximum possible power of a signal and the power of
orrupting noise that a�e
ts the �delity of its representation. It is a measure of thequality of a re
onstru
ted signal re
onstru
tion after the 
ompression of the signal usinglossy 
ode
s and its transmission through a lossy 
hannel. If the expe
ted distortionE{Ds+
,k} of the transmitted video of a sour
e node k is known, the PSNR in dB for thevideo is 
al
ulated by Eq. (3.1). 34



3.1 Resour
e Allo
ation using the Nash Bargaining Solution (NBS)In game theory, the Nash Bargaining Solution is the solution of a bargaining game, namelya multiple-player 
ooperative game used to model bargaining intera
tions. In the NashBargaining Game two or more players demand a portion of a resour
e. If the portionrequested by the players is less than that available, both players' request is satis�ed; inthe opposite 
ase neither player gets the requested portion. In su
h bargaining problems,it is implied that if a player 
ooperates with the other players, he will eventually havea better payo� than he would a
hieve on its own, independent of a negotiation. JohnNash de�ned a bargaining problem as a pair (X; �), where X represents the set of feasiblepayo� pairs on whi
h two players 
an agree and � as a payo� pair in X that re
e
ts the
onsequen
es of a disagreement.In fa
t, the Nash Bargaining Solution is a solution 
on
ept of a game involving two ormore players, in whi
h ea
h player is assumed to know the strategies of the other players,and no player has anything to gain by 
hanging only his own strategy unilaterally. If ea
hplayer has 
hosen a strategy and no player 
an bene�t by 
hanging his strategy whilethe other players keep theirs un
hanged, then the 
urrent set of strategy 
hoi
es and the
orresponding payo�s 
onstitute a Nash equilibrium. Finally, ea
h player a
hieves anoptimal strategy as response to the strategies of the other players.In the present thesis, a bargaining game is used for the resour
e allo
ation. The nodesof a DS{CDMA based multihop WVSN interfere with ea
h other, as they all transmitsimultaneously. Ea
h node tries to in
rease its transmitted power, aiming at a betterquality for its video, but this also 
an lead to the degradation of the quality of the othernodes' videos. It is therefore essential that 
ooperation should exist among the nodesthrough the CCU. In this way, the resour
es will be allo
ated so that a good quality,namely PSNR, is a
hieved for all nodes. For the arising bargaining problem a measure ofsatisfa
tion of the demands of a sour
e node k in terms of quality is the utility fun
tion.It 
an be de�ned similarly as the PSNR of the video of the sour
e node k (Eq. (3.1)):Uk = 10 log10

2552E{Ds+
,k} : (3.2)Due to the fa
t that E{Ds+
,k} depends on the sour
e 
oding rate, the 
hannel 
odingrate and the re
eived power of a sour
e node k, the de�ned utility fun
tion depends onthe same parameters, as well. For ea
h sour
e node, the greater the value of Uk is, thebetter the quality of its transmitted video be
omes.Furthermore, the feasible set U is the set of all possible ve
tors (U1; U2; :::; Uk) thatrepresent the feasible payo�s (allo
ations) of the players (sour
e nodes). It is mandatorythat this set is 
onvex, 
losed and bounded above and that the free disposal is allowed.First, letting V be a ve
tor spa
e over the real numbers, a set S in V is said to be 
onvexif, for all x and y in S and all t in the interval [0,1℄, the point (1− t)x+ ty is in S so thatevery point on the line segment 
onne
ting x and y is in S. Next, a set S is 
losed if andonly if it 
ontains all of its limit points. If there is an element p in S su
h that p > q for35



Figure 3.1: Cooperative payo� regions without and with free disposal.all q in S, then the set S is bounded above.In a 
ooperative game, free disposal is the ability of ea
h player to dispose of someportion of utility. If x is a strategy on whi
h the players 
an agree and x > y, then they 
ana
hieve y if they agree that ea
h of them will dispose an amount after the implementationof x. Although the free disposal does not seem reasonable, it should be used mainly forthe reason that in this way no strategies are ex
luded from the feasible set of the players.If there are strategies that are never 
hosen, the optimal 
hoi
e for the players 
annot bede�ned. The di�eren
e between a game that permits the free disposal and one that doesnot permit it is depi
ted in Fig. 3.1. The 
ooperative payo� region is the set of payo�swhi
h 
an be obtained by the players through 
ooperative play. It 
an be derived fromthe 
onvex hull of the points that de�ne the players' strategies. With the free disposal the
ooperative payo� region X must be repla
ed by the region Y . If all the points y lo
atedto the southwest of a point x in the set X are gathered, the set Y 
an be obtained [6℄.The disagreement point d = (d1; : : : ; dK)⊤ is de�ned as the ve
tor of the utility fun
-tions the players 
an expe
t to re
eive if negotiations break down. The utility of ea
hplayer after the 
ooperation must not be smaller than it would be if the player did not jointhe bargaining game. Every player should either have a gain or remain with the same util-ity he had before the 
ooperation. Moreover, the elements of the set U that assign to theplayers the utilities they would gain if negotiations failed are 
alled the Pareto{eÆ
ientpayo� pro�les. The bargaining set 
onsists of all the Pareto{eÆ
ient payo� pro�les.In 
ooperative game theory it is assumed that an agreement will be Pareto{eÆ
ient.This means that for the Nash Bargaining Solution there 
an be no other agreement thatwould lead to the in
rease of a player's utility (value of utility fun
tion) without redu
ingthe utilities of the other players. An allo
ation that is not Pareto eÆ
ient implies thata 
ertain 
hange in allo
ation of utility fun
tions may result in some players being made\better o�" with no player being made worse o�, and thus it 
an be made more ParetoeÆ
ient through a Pareto improvement. As shown in Fig. 3.2, the points B, C and Dare Pareto eÆ
ient. The point A is not Pareto eÆ
ient whereas the point X re
e
ts anallo
ation that is not feasible.In the bargaining game used for our resour
e allo
ation problem 
an be written as afun
tion F (:) of U and d. It belongs to the bargaining set and must satisfy three axioms.36



Figure 3.2: Pareto{eÆ
ient and Pareto{ineÆ
ient points.These axioms guarantee that it is invariant to aÆne transformations, independent fromirrelevant alternatives and Pareto optimal [6℄:(a) F (U; d) > d and y > F (U; d) ⇒ y =∈ U .(b) Given any stri
tly in
reasing aÆne transformation �(:), F (�(U); �(d)) = �(F (U; d)).(
) If d ∈ Y ⊆ U , then F (U; d) ∈ Y ⇒ F (Y; d) = F (U; d).With the �rst axiom it is guaranteed that the Nash Bargaining solution lies in the bar-gaining set. The se
ond axiom says that if the utility u is s
aled a

ording to an aÆnetransformation and an out
ome is assigned the new utility U = Au + b with A > 0,the bargaining solution will not be a�e
ted. The last axiom is a formalization of theIndependen
e of Irrelevant Alternatives. A bargaining solution satis�es the Independen
eof Irrelevant Alternatives if F (X; d) = F (Y; d) ∩ Y for two sets X and Y with Y ⊆ Xand F (X; d) ∩ Y 6= ∅, where d ∈ Y . As depi
ted in Fig. 3.3, F (X; d) lies in Y and theelements of X that are not in Y are 
onsidered to be irrelevant alternatives. The sele
tionof a bargaining solution should not depend on the availability (or unavailability) of theirrelevant solutions. To put things di�erently, if the bargaining solution of a set belongsto a subset of this set, then the bargaining solution will not be a�e
ted if the subset isextended. Hen
e, if the solution 
hooses F (X; d) for the bargaining problem (X; d), thenF (X; d) should be 
hosen for the bargaining problem (Y; d) as well.Based on the Nash Bargaining Solution we de�ne the bargaining game deployed inour resour
e allo
ation s
heme as a pair (U; d), where the feasible set U ⊆ R
K isthe set of all possible ve
tors (U1; U2; :::; Uk) resulting from di�erent 
ombinations ofthe ve
tors of the re
eived power from the K sour
e nodes and the M relay nodesSre
 = (Sre
S,1; : : : ; Sre
S,K; Sre
R,1; : : : ; Sre
R,M)⊤, the sour
e 
oding rate of the sour
e nodes Rs =37



Figure 3.3: Irrelevant Alternatives.Criterion Name Bargaining Power per Sour
e Nodee.NBS bpk = 1=Kw.NBS bpk = �k= K
∑j=1

�j; j = 1; 2; : : : ; KTable 3.1: Bargaining powers for the e.NBS and w.NBS 
riteria.
(RS;1; : : : ; RS;K)⊤ and the 
hannel 
oding rate R
 = (R
,S;1; : : : ; R
,S;K; R
,R;1; : : : ; R
,R;K)⊤for all nodes, and d ∈ R

K whi
h is the ve
tor of all the disagreement points, namelyd = (d1; : : : ; dK)⊤. The Nash Bargaining Solution of this multi{player bargaining game
an be found by maximizing the Nash Produ
t:F (U; d) = arg maxU (U1 − d1)
bp1(U2 − d2)

bp2 : : : (UK − dK)bpK ; (3.3)subje
t to the 
onstraints: (Uk − dk) > 0 and K
∑k=1

bpk = 1. The value bpk is the bargainingpower of a sour
e node k. In this parti
ular bargaining game, the disagreement point d ∈U is the minimum a

eptable PSNR for ea
h video. It 
onforms to the QoS requirementsof ea
h appli
ation and 
an be determined by the system designer.The bargaining power bpk of ea
h node indi
ates the advantage it has in the bargaininggame. It is assigned in a

ordan
e with the rules of the bargaining game and determineswhi
h player is more advantaged. A node with a higher bargaining power is favored bythe rules of the bargaining game 
ompared to a node with a lower bargaining power.Furthermore, the players 
an have the same or di�erent bargaining powers that re
e
ttheir impa
t on the bargaining game. A

ording to the 
hoi
e of values of the bargainingpowers of the nodes (Table 3.1), we 
onsidered two di�erent 
riteria; the e.NBS 
riterionand the w.NBS 
riterion [15℄. 38



3.1.1 NBS with Equal Bargaining Powers (e.NBS)The e.NBS 
riterion assumes that all bargaining powers are assigned the same values. Inour resour
e allo
ation problem, if there is no reason to assume that some videos shouldhave a higher priority in the bargaining game, all of the transmitted videos are treated asof equal importan
e. In this 
ase, we set to ea
h sour
e node k a bargaining power equalto bpk =
1K . The Nash Bargaining Solution 
an be found by:F (U; d) = arg maxU [(U1 − d1)(U2 − d2) : : : (UK − dK)]

1K ; (3.4)under the 
onstraints: (Uk − dk) > 0 ∀ k and K
∑k=1

bpk = 1 that are imposed for the general
ase of the bargaining game (Eq. (3.3)).3.1.2 NBS with Di�erent Bargaining Powers (w.NBS)The w.NBS 
riterion assigns to ea
h node a di�erent bargaining power whi
h is motion{related. The resour
es are allo
ated a

ording to the motion level of the transmittedvideos of the sour
e nodes, as it is re
e
ted by parameters �k that are given by Eq. (2.13)and depend on the motion level of ea
h video sequen
e and the sour
e 
oding rate. Thebargaining power of a sour
e node k 
an be de�ned as:bpk =
�kK
∑j=1

�j ; j = 1; 2; : : : ; K: (3.5)Then the Nash Bargaining Solution is:F (U; d) = arg maxU (U1 − d1)
bp1(U2 − d2)

bp2 : : : (UK − dK)bpK ; (3.6)under the same 
onstraints imposed for the general 
ase of the bargaining game (Eq. (3.3)).A sour
e node with higher motion level has a higher bargaining power, thus it is moreadvantaged by the rules of the bargaining game. A high priority in the resour
e allo
ations
heme is assigned to high motion videos as it is more diÆ
ult to keep their quality at agood level in 
omparison with the low motion videos. Consequently, the 
ontent{awareapproa
h of w.NBS favors the nodes that transmit high motion videos.3.2 Resour
e Allo
ation with Minimization of the Expe
ted Dis-tortionBesides the former 
riteria that are based on the Nash Bargaining Solution, two other
riteria have been proposed that aim at the minimization of the expe
ted distortion.
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3.2.1 Minimization of the Average Distortion (MAD)The MAD 
riterion results in an optimization problem that minimizes the average videodistortion of K sour
e nodes of a WVSN by assigning optimally the re
eived powers and
hannel 
oding rates of all nodes along with the sour
e 
oding rates of the sour
e nodes.It 
an be formulated as follows:Given a total transmission bit rate Rj for the interfering sour
e and relay nodes ofea
h hop, the ve
tors of optimal re
eived powers Sre
 *, sour
e 
oding rates R∗s and 
han-nel 
oding rates R∗
 are determined so that the overall end{to{end average distortionDave(Rs; R
; Sre
) of all sour
e nodes is minimized:
(R∗s ; R∗
 ; Sre
 ∗) = arg minRs;R
;Sre
Dave(Rs; R
; Sre
); (3.7)subje
t to the 
onstraints that Rj =

Rs,jR
;j and that all the interfering nodes of a spe-
i�
 hop have the same transmission bit rate Rj. The average distortion is given by:Dave(Rs; R
; Sre
) =
1K ∑Kk=1 E{Ds+
;k}(Rs; R
; Sre
).This 
riterion tries to a
hieve on average a good quality for all the videos transmittedin the WVSN and it does not assign priorities to them.3.2.2 Minimization of the Maximum Distortion (MMD)The MMD 
riterion results in an optimization problem that minimizes the maximum videodistortion of K sour
e nodes of a WVSN by assigning optimally the re
eived powers and
hannel 
oding rates of all nodes along with the sour
e 
oding rates of the sour
e nodes.It 
an be formulated as follows:Given a total transmission bit rate Rj for the interfering sour
e and relay nodes ofea
h hop, the ve
tors of optimal re
eived powers Sre
 *, sour
e 
oding rates R∗s and 
han-nel 
oding rates R∗
 are determined so that the overall end{to{end maximum distortionDave(Rs; R
; Sre
) of all sour
e nodes is minimized:

(R∗s ; R∗
 ; Sre
 ∗) = arg minRs;R
;Sre
 maxk E{Ds+
;k}(Rs; R
; Sre
); (3.8)subje
t to the 
onstraints that Rj =
Rs,jR
;j and that all the interfering nodes of a spe
i�
hop have the same transmission bit rate Rj.This 
riterion treats all the videos as if they were of equal importan
e and managesto deliver the same levels of quality for all of them.
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3.3 Resour
e Allo
ation with Minimization of the Weighted Ag-gregation of the Expe
ted Distortion (MWAD)A

ording to the MWAD 
riterion we form a fun
tion that expresses the weighted aggre-gation of the expe
ted distortion of all sour
e nodes. The obje
tive is to determine theve
tors of the re
eived power Sre
, the sour
e 
oding rate Rs and the 
hannel 
oding rateR
 for all nodes, so that this fun
tion is minimized. To put it formally:
(R∗s ; R∗
 ; Sre
 ∗) = arg minRs;R
;Sre
 K

∑k=1

wkE{Ds+
;k}; (3.9)where the weight for ea
h sour
e node k is:wk =
�kK
∑j=1

�j ; (3.10)
given that K

∑k=1

wk = 1. The weights 
an be tuned a

ording to parameters �k, whi
hre
e
t the motion level of ea
h re
orded video. Hen
e, high motion nodes have a higherpriority in the minimization of their distortion, and as a result in the enhan
ement of thedelivered video quality.3.4 Parti
le Swarm OptimizationIn our s
heme the re
eived and transmitted powers are assumed to take 
ontinuous valueswithin a spe
i�ed range whereas the sour
e and 
hannel 
oding rates 
an only have dis
retevalues. As the arising multi{variable optimization problems are mixed{integer problems,a sto
hasti
 optimization te
hnique was preferred, 
alled Parti
le Swarm Optimization(PSO) [28℄.PSO is an eÆ
ient and adjustable population{based optimization algorithm that iseasy to implement and 
an provide globally optimal solutions with low 
omputational
omplexity. It was inspired by aggregate behavior of living organisms, e.g., 
o
ks of birdsor s
hools of �sh. This te
hnique a
tually mimi
s the behavior of a population, the swarm,that 
onsists of a number of individuals, the parti
les. For the PSO, the swarm has a �xedsize and the parti
les are sear
h agents that wander around in a multidimensional sear
hspa
e, aiming at minimizing a fun
tion and rea
hing a globally optimal solution. Theyare 
hara
terized by a position and a velo
ity and have a dynami
 memory so as to storeat ea
h iteration of the algorithm the position that so far minimizes the optimizationfun
tion. The best position of a parti
le is updated as soon as a position with lowerfun
tion value is dis
overed. The parti
les 
an also 
ommuni
ate to ea
h other goodpositions or other information; by following the 
urrently best parti
les, the other parti
leswill 
ontinue exploring the sear
h spa
e towards the dire
tion that will most likely lead41



to the global solution. Ea
h parti
le 
hanges its position and velo
ity a

ording to otherparti
les belonging to its neighborhood. The inter
onne
tions among the parti
les of aneighborhood 
an be des
ribed with a graph where the nodes represent the parti
les andform a topology. The information 
ow within a swarm is greatly a�e
ted by the stru
tureof the neighborhood. A 
ommon type of a neighborhood topology is the ring topology[27℄.Next, let S = {x1; x2; : : : ; xN} denote a swarm 
onsisting of N parti
les, ea
h onede�ned as an n{dimensional ve
tor xi ∈ S, i = 1; 2; : : : ; N in the sear
h spa
e S and vi andpi ∈ S denote the 
orresponding velo
ity and best position of the i{th parti
le. Let also tbe the 
urrent iteration of the algorithm, � a parameter 
alled the 
onstri
tion 
oeÆ
ient,
1 and 
2 two positive a

eleration parameters 
alled 
ognitive and so
ial parameter,respe
tively and R1, R2 two ve
tors with 
omponents uniformly distributed in the range
[0; 1]. Assuming that a fun
tion f(x) has to be minimized, the basi
 loop of the PSOalgorithm in
ludes the following steps:In the iteration t for a parti
le i:(a) Find the best known position pgi in the neighborhood of the parti
le xi that givesthe lowest value of f(x).(b) Update the velo
ity of parti
le i a

ording to the equation:vi(t + 1) = �[vi(t) + 
1R1

(pi(t) − xi(t))+ 
2R2

(pgi(t) − xi(t))] (3.11)(
) Update the position of parti
le i as:xi(t + 1) = xi(t) + vi(t+ 1) (3.12)(d) Evaluate the 
orresponding value of the obje
tive fun
tion for ea
h parti
le in iter-ation t: f(x1(t+ 1)); f(x2(t+ 1)); :::; f(xN(t+ 1)).(e) Update the best known position of the parti
le if f(xi(t+ 1)) 6 f(pi(t+ 1)).(f ) Che
k for 
onvergen
e; if maximum number of iterations is not rea
hed or theparti
les have not 
onverged to an optimum solution, update iteration number ast = t+ 1 and repeat step 1.As for the 
onvergen
e of the algorithm towards solutions in the sear
h spa
e of theproblem, Cler
 and Kennedy [9℄ investigated the stability of PSO and proposed a set ofparameters whi
h lead the algorithm to 
onvergen
e. These parameters, whi
h 
ontrolthe a

eleration of the swarm and balan
e its parti
les' need for lo
al and global sear
h,are set to the values � = 0:729 and 
1 = 
2 = 2:05.
42



Chapter 4 EXPERIMENTAL RESULTS
4.1 Experimental Setting4.2 Priority{based Resour
e Allo
ation in Multihop DS{CDMA Visual Sensor Networks4.3 Non{prioritized Resour
e Allo
ation in Multihop DS{CDMA Visual Sensor Net-worksIn this 
hapter, the set{up of the experimental evaluation of the proposed method isdes
ribed and the experimental results are presented and analyzed.4.1 Experimental SettingWe tested our resour
e allo
ation optimization te
hnique in various multihop DS{CDMAbased WVSN topologies. In order to evaluate the e�e
tiveness of all priority and non-priority based 
riteria for di�erent visual sensors' resour
e requirements, we applied ourmethod in several 
ases with di�erent motion amounts per transmitted video. Also,various levels of power spe
tral density of ba
kground noise were 
onsidered for all of ourtest 
ases.For the 
ase of priority{based resour
e allo
ation, we employed the two weighted
riteria; the w.NBS 
riterion assigns to ea
h sour
e node a motion-related bargainingpower that indi
ates the advantage this node has when it joins the bargaining game;the MWAD 
riterion minimizes the weighted aggregation of distortions. The 
riteriae.NBS, MAD and MMD were used for avoiding giving priority to any sour
e node of the
onsidered topologies. The sour
e nodes may transmit video with di�erent motion levels,namely high, medium or low. The notions \low", \medium" and \high" motion are usedfor video sequen
es of similar motion levels with \Akiyo", \Salesman" and \Foreman"QCIF video sequen
es of 15 fps, respe
tively. For ea
h video sequen
e, the �k and �k ofEq. (2.13) were estimated for a spe
i�
 sour
e 
oding rate as follows : after being en
oded43



C1

C3

C2

C4Figure 4.1: Example of a WVSN topology with two hops.using H.264/MPEG{4 AVC, we estimated the pa
ket loss rate for RTP with a range of biterror rate probabilities, i.e. [10−8 − 10−3]; a

ording to this rate, pa
kets were extra
tedrandomly from the video sequen
es. Finally, ea
h video was de
oded and its distortionwas 
omputed. 300 iterations of this 
omputation were 
ondu
ted, thus an average ofdistortion was kept for ea
h video. Moreover, the BPSK modulation s
heme was used forall transmissions along with RCPC 
odes with mother 
ode 1/4 for the 
hannel 
odingand pa
kets of 400 bits. In all 
ases, two di�erent transmission bit rates were tested,whi
h 
orrespond to the following valid sour
e and 
hannel 
oding sets:(a) CS1 ∈ {1 : (32kbps; 1=3); 2 : (48kbps; 1=2); 3 : (64kbps; 2=3)} with Rk=96kbps(b) CS2 ∈ {1 : (48kbps; 1=3); 2 : (72kbps; 1=2); 3 : (96kbps; 2=3)} with Rk=144kbpsOur resour
e allo
ation method was applied to the two WVSN topologies depi
ted inFigures 4.1 and 4.2. In both of them, the sour
e nodes are organized in 
lusters, under the
onsideration that neighboring visual sensors monitor the same area. Hen
e, they re
ords
enes with the same motion level. We tested ea
h topology for 
ases with di�erentmotion amounts, so as to demonstrate the e�e
tiveness of the 
riteria for di�erent visualsensors resour
e requirements. Aiming at evaluating the performan
e of our s
heme underseveral noise levels, di�erent values of N0 of Eq. (2.10) were 
hosen. Furthermore, theranges for the used transmitted powers were given by the Propagation Models des
ribedin se
tion 2.3. For a 
ertain range of transmitted powers of a node and the parametersof the Propagation Models shown in Table (4.1), the range of the re
eived powers of anode in distan
e d from the transmitting node is derived. Using these parameters, the44
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Figure 4.2: Example of a WVSN topology with more hops.
ross{over distan
e d0 given by Eq. (2.1) is equal to 113.0973 m. Thus, for the distan
es70 and 100 m of the two topologies, the ranges of re
eived powers are derived by the FreeSpa
e Propagation Model. The range, thus the maximum available transmitted power,for the relay nodes needs to be bigger as they transmit video sequen
es of more than onesour
e node.In our implementation of PSO, the dis
rete parameters were allowed to take 
ontinuousvalues for the velo
ity and position update but they were rounded to the nearest integerfor the evaluation of ea
h parti
le. The swarm size and the number of iterations dependon the 
onsidered test 
ase. The a

eptable values of re
eived powers in the optimizationproblems are the ranges whi
h derive from the Propagation Models for ea
h topology andtest 
ase. The parameters �, 
1 and 
2 were set to the default values 0.729, 2.05 and 2.05as mentioned in [9℄ and a ring topology with radius equal to 1 was preferred. For the
riteria e.NBS and w.NBS that employ the Nash Bargaining Solution, the disagreementpoint d was to 24, whi
h is the minimum a

eptable PSNR.45



ParametersGt 3 dBGr 3 dBht 3 mhr 3 ml 1f 315 MHzTable 4.1: Parameters used by the Free Spa
e and Two Ray Ground Propagation ModelsAdditionally, 30 independent experiments were 
ondu
ted for ea
h 
riterion used in aspe
i�
 test 
ase. This was ne
essary as PSO is a sto
hasti
 algorithm. Its performan
ehas to be evaluated for a number of experiments whi
h result in di�erent solutions thatminimize the used fun
tion. It should be pointed out that the power allo
ation is notalways unique. After a series of experiments it was observed that the level of the powerspe
tral density of the ba
kground noise N0 
an determine whether there is or not aunique solution to the resour
e allo
ation problem in question. If N0 equal to 0 or very
lose to it, e.g. 0.01 pW/Hz or less, the ratio Ek/(I0 +N0) tends to be equal to Ek/I0.In this 
ase, the ratio remains the same if all the re
eived powers are multiplied with thesame 
onstant. Therefore, PSO is a
tually sear
hing for the optimal power ratio thatminimizes the fun
tion. In our results, we have normalized the re
eived and transmittedpowers so that the minimum available power is used from the ranges de�ned for ea
h test
ase.
• WVSN topology 1In the �rst topology, 20 nodes are organized in four 
lusters of the same 
ardinality

{C1; C2; C3; C4}. As the CCU is out of the transmission range of the sour
e nodes,four relay nodes {R1; R2; R3; R4} retransmit the re
eived videos of ea
h 
luster to theCCU as shown in Fig. 4.1. Interferen
e exists among the nodes in the 
lusters as theytransmit their videos to their 
orresponding relay node. Moreover, the four relay nodesinterfere with ea
h other when they retransmit videos to the CCU. The �ve nodes of ea
h
luster transmit video sequen
es of the same motion level, thus (�k,�k) parameters withina 
luster's nodes are assumed to be equal. Three di�erent set{ups V = {V 1; V 2; V 3; V 4}for the transmitted videos' motion levels were tested for the 
ases of N0 = 0 pW/Hz andN0 = 0.1 pW/Hz or N0 = 1 pW/Hz, with transmission bit rates equal to 96 and 144kbps. For the �rst set{up, let V = {high; low;medium;medium}; for the se
ond set{up,let V = {high; low; high; low}; for the third set{up, let V = {high;medium; high; low}.The dimension of the deriving optimization problem is equal to 12, as the re
eived powersof four relay nodes and four 
lusters, along with the sour
e and 
hannel 
oding ratesof the sour
e nodes in 
lusters, have to be allo
ated. Thus, ea
h parti
le 
onsists ofeight 
onstant values, namely the re
eived powers of the nodes and four dis
rete values46




orresponding to the sour
e and 
hannel 
oding rates of the sour
e nodes. Preliminaryexperiments showed that PSO optimization performs eÆ
iently for all employed 
riteriaand test 
ases in this topology using a number of parti
les equal to 80 and a maximumnumber of iterations equal to 500.For the �rst topology, when the transmission bit rate is set to 96 kbps, the to-tal bandwidth Wt for all links is 5 MHz. The range of [100; 500] mW is used forthe transmitted powers of all sour
e nodes and the range [100; 5000] mW for the re-lay nodes. The 
orresponding ranges of re
eived powers are respe
tively [0:22867; 1:1433]�W and [0:22867; 11:433] �W, as derived by the Free Spa
e Propagation Model for dis-tan
e d=100 m. For the sour
e nodes in 
lusters, the valid sour
e and 
hannel 
odingset is CS ∈ {1 : (32kbps; 1=3); 2 : (48kbps; 1=2); 3 : (64kbps; 2=3)}. For the relay nodesthe transmission bit rate is 480 kbps and the sour
e and 
hannel 
oding rates are set to
(64kbps; 2=3).When the transmission bit rate is set to 144 kbps, the total bandwidth Wt is 2 MHzfor the �rst hop and 10 MHz for the se
ond hop. The range of [100; 500] mW is used forthe transmitted powers of all sour
e nodes and the range [100; 5000] mW for the relaynodes. The 
orresponding ranges of re
eived powers are respe
tively [0:22867; 1:1433] �Wand [0:22867; 22:866] �W, as derived by the Free Spa
e Propagation Model for distan
ed=100 m. For the sour
e nodes in 
lusters, the valid sour
e and 
hannel 
oding set isCS ∈ {1 : (48kbps; 1=3); 2 : (72kbps; 1=2); 3 : (96kbps; 2=3)}. For the relay nodes thetransmission bit rate is 720 kbps and the sour
e and 
hannel 
oding rates are set to
(96kbps; 2=3).

• WVSN topology 2In the se
ond topology, 15 nodes are organized in three 
lusters of the same 
ardinality
{C1; C2; C3}. As the CCU is out of the transmission range of the sour
e nodes in 
lustersC1 and C2, two relay nodes {R1; R2} retransmit the re
eived videos of ea
h 
luster tothe CCU as shown in Fig. 4.2. Interferen
e exists among the nodes in the 
lusters as theytransmit their videos to their 
orresponding relay node. Additionally, the relay nodesR1 and R2 interfere with the sour
e nodes in 
lusters C2 and C3 respe
tively. The �venodes of ea
h 
luster transmit video sequen
es of the same motion level. Two di�erentset{ups V = {V 1; V 2; V 3} for the transmitted videos' motion levels were tested for the
ases of N0 = 0 pW/Hz and N0 = 0.1 pW/Hz with transmission bit rates equal to 96and 144 kbps. For the �rst set{up, let V = {low; low; high}; for the se
ond set{up, letV = {low; high;medium}. For this topology, the dimension of the optimization problemis equal to eight, as the re
eived powers of two relay nodes and three 
lusters, along withthe sour
e and 
hannel 
oding rates of the sour
e nodes in 
lusters, have to be allo
ated.Thus, ea
h parti
le 
onsists of �ve 
onstant values, namely the re
eived powers of thenodes and three dis
rete values 
orresponding to the sour
e and 
hannel 
oding rates ofthe sour
e nodes. In this topology a number of parti
les equal to 100 and a maximumnumber of iterations equal to 1000 were used for the PSO.47



For the se
ond topology, when the transmission bit rate is set to 96 kbps, the to-tal bandwidth Wt for all links is 4 MHz. The range of [100; 500] mW is used for thetransmitted powers of all sour
e nodes. The range [100; 2500] mW is used for the relaynode R1, while the range for the relay node R2 is [100; 5000] mW. The 
orrespond-ing ranges of re
eived powers are respe
tively [0:46667; 2:3333] �W, [0:46667; 11:667] �Wand [0:46667; 23:333] �W, as derived by the Free Spa
e Propagation Model for distan
ed=70 m. For the sour
e nodes in 
lusters, the valid sour
e and 
hannel 
oding set isCS ∈ {1 : (32kbps; 1=3); 2 : (48kbps; 1=2); 3 : (64kbps; 2=3)}. For the relay node R1the transmission bit rate is 480 kbps and the sour
e and 
hannel 
oding rates are set to
(64kbps; 2=3); for the relay node R2 the transmission bit rate is 960 kbps and the sour
eand 
hannel 
oding rate are set to (64kbps; 2=3).When the transmission bit rate is set to 144 kbps, the total bandwidthWt is 6 MHz forall hops. The range of [100; 500]mW is used for the transmitted powers of all sour
e nodes.The range [100; 5000] mW is used for the relay node R1, while the range for the relaynode R2 is [100; 10000] mW. The 
orresponding ranges of re
eived powers are respe
tively
[0:46667; 2:3333] �W, [0:46667; 23:3333] �W and [0:46667; 46:6666] �W. For the sour
enodes in 
lusters, the valid sour
e and 
hannel 
oding set is CS ∈ {1 : (48kbps; 1=3); 2 :

(72kbps; 1=2); 3 : (96kbps; 2=3)}. For the relay node R1 the transmission bit rate is 720kbps and the sour
e and 
hannel 
oding rates are set to (96kbps; 2=3); for the relay nodeR2 the transmission bit rate is 1440 kbps and the sour
e and 
hannel 
oding rates are setto (96kbps; 2=3).4.2 Priority{based Resour
e Allo
ation in Multihop DS{CDMAVisual Sensor NetworksFirstly, two priority{based optimization 
riteria, namely MWAD and w.NBS, were testedin both of the topologies. These 
riteria are preferred for a priority aware approa
h of theresour
e allo
ation. When w.NBS is employed, the high motion nodes join the bargaininggame with a bigger advantage than the others. Thus, they have higher priority when it
omes to the assignment of re
eived power and sour
e and 
hannel 
oding rates. Likewise,the use of MWAD favors the high motion users more as indi
ated by the weights ofEq. (3.9).WVSN topology 1:Tables (4.2) to (4.25) depi
t the a
hieved PSNRs, the allo
ated CS and the re
eivedand transmitted powers for all the 
ases that employ MWAD and w.NBS. It 
an be seenboth 
riteria generally a
hieve to enhan
e the PSNRs a

ording to the motion level, i.e.they o�er better quality to nodes that transmit high motion video. Nonetheless, MWADtreats more fairly the low and medium motion nodes as it o�ers higher PSNR than w.NBS
an a
hieve. 48



More spe
i�
ally, when N0 is equal to 0 pW/Hz, if w.NBS is used, the high motionnodes have a gain of 0.024{2.44 dB in 
omparison with the 
ase that MWAD is used. Thelow and medium motion nodes have a gain of 0.024{2.87 dB when MWAD is employed.On the 
ontrary, if N0 is equal to 0.1 or 1 pW/Hz the di�eren
e of gain between the two
riteria is smaller. The high motion nodes have a gain of 0.04{0.24 dB in 
omparison withthe 
ase that MWAD is used; the low and medium motion nodes have a gain of 0.04{0.73dB when MWAD is employed. This 
riterion a
hieves higher average PSNR 
ompared tow.NBS for both values of N0. In general, an in
rease of the transmission bit rate redu
esthe average PSNR of both 
riteria. Also, the di�eren
es between the two 
riteria that
on
ern the o�ered PSNRs are less evident when the bit rate is equal to 144 kbps.Furthermore, observing Tables (4.2), (4.4), (4.6), (4.8), (4.10), (4.12), (4.14), (4.16),(4.18), (4.20), (4.22) and (4.24), it 
an be pointed out that when the transmission bit rateis 96kbps, w.NBS and MWAD 
hoose the sour
e and 
hannel 
oding rate 
ombinationthat o�ers the highest available sour
e 
oding rate to the high motion nodes. In fa
t, thequality of the video is more a�e
ted by the errors due to en
oding than the errors dueto 
hannel 
oding. On the 
ontrary, a higher 
hannel 
oding rate is preferred for the lowand medium motion nodes. Videos of relatively low motion are less prone to errors, thusit is easier to a
hieve good quality for them. Similar values for the sour
e and 
hannel
oding rates are 
hosen if the transmission bit rate is 144 kpbs and N0 equal to 0 pW/Hz.For the value 0.1 pW/Hz, higher 
hannel 
oding rates are preferred for all nodes. Sin
ethe in
rease of the bit rate and N0 leads to an in
rease of the BER at ea
h hop, a bigger
hannel 
oding rate is ne
essary so that a good level of quality is maintained for theall nodes. Espe
ially for the high motion nodes, the highest sour
e 
oding rate is never
hosen due to the ba
kground noise presen
e.As far as the transmitted power allo
ation is 
on
erned (Tables (4.3), (4.5), (4.7),(4.11), (4.13), (4.15), (4.19), (4.21), (4.23) and (4.25)) for both 
riteria, the transmittedpowers of the relay nodes are in a

ordan
e with the motion level of the transmitted videosequen
es. Namely, the transmitted powers for the relay nodes of the 
lusters with highmotion nodes are higher than the transmitted powers of the relays of low and mediummotion 
lusters. When N0 is 0 pW/Hz, the sour
e nodes have the minimum availabletransmitted power, i.e. 100 mW. Moreover, when N0 is not equal to 0, higher transmittedpowers for all nodes is demanded in order to keep the bit error rate probability per hoplow and maintain high quality. The sour
e nodes use the maximum available transmittedpower, i.e. 500 mW. In any 
ase, it is 
lear that w.NBS demands lower transmitted powerthan MWAD.
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N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 36.7435 3 30.4577 1 32.6942 2 32.9295 2w:NBS 39.1853 3 28.9987 1 29.8229 1 30.1971 1Table 4.2: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high; low;medium;medium} and bandwidth 5MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 0.86741 0.22867 0.43951 0.45318 378.95 100 192.01 197.98w:NBS 1.07521 0.22867 0.37774 0.39612 469.74 100 165.03 173.05Table 4.3: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high; low;medium;medium} and bandwidth 5MHz for all hops.N0 = 1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 33.4342 3 29.5509 1 31.6767 2 31.9092 2w:NBS 33.6779 3 28.9038 1 31.3255 2 31.6311 2Table 4.4: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high; low;medium;medium} and bandwidth 5MHz for all hops.
N0 = 1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 11.433 3.8573 7.0090 7.2238 4994.81 1685.16 3062.07 3155.91w:NBS 11.433 3.6973 6.6522 6.8942 4994.81 1615.26 2906.19 3011.92Table 4.5: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high; low;medium;medium} and bandwidth 5MHz for all hops.N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 35.2866 3 29.6871 1 35.2866 3 29.6871 1w:NBS 35.4061 3 28.3137 1 35.4061 3 28.3137 1Table 4.6: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high; low; high; low} and bandwidth 5MHz for all hops.50



N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 0.79055 0.22867 0.79055 0.22867 345.38 100 345.38 100w:NBS 0.82750 0.22867 0.82750 0.22867 361.52 100 361.52 100Table 4.7: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high; low; high; low} and bandwidth 5MHz for all hops.
N0 = 1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 33.0902 3 28.8655 1 33.0902 3 28.8655 1w:NBS 33.1402 3 28.1284 1 33.1402 3 28.1284 1Table 4.8: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high; low; high; low} and bandwidth 5MHz for all hops.N0 = 1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 11.433 3.91538 11.433 3.91538 4994.81 1710.54 4994.81 1710.54w:NBS 11.433 3.83021 11.433 3.83021 4994.81 3573.61 4994.81 3573.61Table 4.9: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high; low; high; low} and bandwidth 5MHz for all hops.
N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 34.0656 3 31.0071 2 34.0656 3 28.9685 1w:NBS 34.5206 3 28.7662 1 34.5206 3 28.0804 1Table 4.10: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high;medium; high; low} and bandwidth 5MHz for all hops.N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 0.72486 0.40094 0.72486 0.22867 316.68 175.17 316.68 100w:NBS 0.77068 0.35313 0.77068 0.22867 336.70 154.27 336.70 100Table 4.11: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high;medium; high; low} and bandwidth 5MHz for all hops.51



N0 = 1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 32.2853 3 28.8654 1 32.285 3 28.1785 1w:NBS 32.4046 3 28.3289 1 32.4046 3 27.7056 1Table 4.12: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high;medium; high; low} and bandwidth 5MHz for all hops.
N0 = 1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 11.433 6.44848 11.433 4.15167 4994.81 2817.19 4994.81 1813.77w:NBS 11.433 6.11904 11.433 4.06674 4994.81 4256.09 4994.81 3555.98Table 4.13: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high;medium; high; low} and bandwidth 5MHz for all hops.
N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 31.2047 3 27.3027 2 28.8549 1 29.1655 1w:NBS 31.2534 3 27.2768 2 28.7429 1 29.0756 1Table 4.14: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high; low;medium;medium} and bandwidth 2MHz and 10MHz for the�rst and se
ond hop.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 0.47377 0.22867 0.31802 0.32567 206.98 100 138.94 142.28w:NBS 0.47802 0.22867 0.31617 0.32421 208.83 100 138.13 141.64Table 4.15: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high; low;medium;medium} and bandwidth 2MHz and 10MHz for the�rst and se
ond hop.
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N0 = 0.1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 31.1187 2 27.0062 2 28.5560 1 28.8616 1w:NBS 31.2271 2 27.0149 2 28.4067 1 28.7192 1Table 4.16: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high; low;medium;medium} and bandwidth 2MHz and 10MHz for the�rst and se
ond hop.
N0 = 0.1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 22.866 11.13061 15.33280 15.70107 9989.62 4862.71 6698.55 6859.43w:NBS 22.866 11.01710 15.04517 15.41435 9989.62 4813.12 6572.89 6734.17Table 4.17: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high; low;medium;medium} and bandwidth 2MHz and 10MHz for the�rst and se
ond hop.
N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 30.8444 3 25.7851 2 30.8444 3 25.7851 2w:NBS 30.8204 3 26.0112 2 30.8204 3 26.0112 2Table 4.18: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high; low; high; low} and bandwidth 2MHz and 10MHz for the �rst andse
ond hop.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 0.46950 0.22867 0.46950 0.22866 205.12 100 205.12 100w:NBS 0.46600 0.22867 0.46600 0.22867 203.59 100 203.59 100Table 4.19: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high; low; high; low} and bandwidth 2MHz and 10MHz for the �rst andse
ond hop.

53



N0 = 0.1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 30.4943 2 25.8047 2 30.4943 2 25.8047 2w:NBS 33.1402 2 26.0772 2 33.1402 2 26.0772 2Table 4.20: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high; low; high; low} and bandwidth 2MHz and 10MHz for the �rst andse
ond hop.
N0 = 0.1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 22.866 11.38761 22.866 11.38760 9989.62 4974.98 9989.62 4974.98w:NBS 22.866 11.49150 22.866 11.49140 9989.62 6889.16 9989.62 6889.16Table 4.21: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high; low; high; low}a and bandwidth 2MHz and 10MHz for the �rst andse
ond hop.
N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 31.7421 2 29.3133 1 31.7421 2 27.8243 2w:NBS 31.8172 2 28.9909 1 31.8172 2 27.526612 2Table 4.22: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high;medium; high; low} and bandwidth 2MHz and 10MHz for the �rstand se
ond hop.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 0.49598 0.32618 0.49598 0.22867 216.69 142.50 216.69 100w:NBS 0.50446 0.32239 0.50446 0.22867 220.39 140.84 220.39 100Table 4.23: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high;medium; high; low} and bandwidth 2MHz and 10MHz for the �rstand se
ond hop.
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N0 = 0.1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSMWAD 31.3392 2 29.1870 1 31.3392 2 27.6976 2w:NBS 31.3952 2 28.9293 1 31.3952 2 27.4771 2Table 4.24: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high;medium; high; low} and bandwidth 2MHz and 10MHz for the �rstand se
ond hop. N0 = 0.1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans StransMWAD 22.866 15.25769 22.866 10.74254 9989.62 6665.73 9989.62 4693.17w:NBS 22.866 14.91755 22.866 10.60633 9989.62 8410.16 9989.62 7002.87Table 4.25: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high;medium; high; low} and bandwidth 2MHz and 10MHz for the �rstand se
ond hop.WVSN topology 2:As in the previous topology, w.NBS and MWAD favor the high motion nodes. Both
riteria o�er better quality to nodes that transmit high motion video, although MWAD
an also a
hieve better PSNRs than w.NBS for low and medium motion videos. This
riterion results in higher average PSNR than w.NBS in all 
ases, too.Parti
ularly, when N0 is equal to 0 pW/Hz and w.NBS is used, the high motion nodeshave a gain of 0.061{0.335 dB in 
omparison with the 
ase that MWAD is used. The lowand medium motion nodes have a gain of 0.027{3.1652 dB when MWAD is employed. Onthe 
ontrary, if N0 is equal to 0.1 pW/Hz the di�eren
e of gain between the two 
riteriais smaller. The high motion nodes have a gain of 0.054{0.3 dB in 
omparison with the
ase that MWAD is used; the low and medium motion nodes have a gain of 0.02{2.93dB when MWAD is employed. Furthermore, in this topology, the di�eren
es between thetwo 
riteria that 
on
ern the o�ered PSNRs are more evident when the bit rate is equalto 144 kbps.As for the 
hoi
es of the sour
e and 
hannel 
oding rates, they are not a�e
ted by theba
kground noise; the most of them are the same for both N0 = 0 and N0 6= 0 . Generally,the higher the motion level of the videos is, the higher sour
e 
oding rate is preferred.However, when bit rate in
reases from 96 to 144 kbps, a lower sour
e 
oding rate is 
hosenfor the high motion videos, if V = {low; high;medium} and a higher one for the low andmedium motion videos for V = {low; low; high} and V = {low; high;medium}.Moreover, it is important to mention that the 
hoi
e of transmitted powers dependson the arrangement of the sour
e nodes, i.e. whether the high motion nodes transmit55



via multiple hops to the CCU or not. The level of the ba
kground noise a�e
ts thepower allo
ation as well. As an illustration of this remark, we 
an refer to the 
ase withV = {low; high;medium}. As shown in Tables (4.31), (4.33), (4.39) and (4.41) , thetransmitted powers allo
ated to R2 are bigger than those allo
ated to R1. This 
an beexplained by the fa
t that w.NBS and MWAD aim at maintaining a very good qualityfor the high motion videos of the sour
e nodes in 
luster C2, whi
h are transmitted viathe relay node R2. Also, the relay node R1 transmits low motion videos whi
h are notfavored by these two 
riteria. In 
ontrast, when V = {low; low; high}, the relay nodeR1 transmits the videos using bigger power than R2, as depi
ted in Tables (4.27), (4.29),(4.35) and (4.37). The relay node R1 tries to a
hieve a good quality for the videos of
luster C1 that are transmitted via more hops than the videos of the 
luster C2.By all means, when N0 6= 0, an in
rease in transmitted powers of both sour
e andrelay nodes is observed in all set{ups tested in this topology. In either 
ase, w.NBS useslower average transmitted power 
omparing to MWAD. As in the �rst topology, when N0is 0 pW/Hz, the sour
e nodes have the minimum available transmitted power, i.e. 100mW, but when N0 is not equal to 0, they use the maximum available transmitted power,i.e. 500 mW. N0 = 0 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSMWAD 34.9328 1 34.9328 1 37.4323 3w:NBS 33.8502 1 33.8502 1 37.5271 3Table 4.26: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {low; low; high} and bandwidth 4MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans StransMWAD 0.75200 0.46667 160.98 100w:NBS 0.66383 0.46667 142.11 100Table 4.27: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {low; low; high} and bandwidth 4MHz for all hops.
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N0 = 0.1 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSMWAD 34.8149 1 34.8149 1 37.1414 3w:NBS 33.8178 1 33.8178 1 37.2262 3Table 4.28: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {low; low; high} and bandwidth 4MHz for all hops.
N0 = 0.1 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans StransMWAD 5.18048 1.69982 1108.98 363.88w:NBS 5.18335 1.56981 1109.60 336.05Table 4.29: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {low; low; high} and bandwidth 4MHz for all hops.N0 = 0 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSMWAD 35.2118 1 37.9638 3 37.8328 2w:NBS 34.0044 1 38.0252 3 37.8056 2Table 4.30: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {low; high;medium} and bandwidth 4MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans StransMWAD 0.46667 6.53989 100 1399.99w:NBS 0.46667 4.80180 100 1027.92Table 4.31: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {low; high;medium} and bandwidth 4MHz for all hops.N0 = 0.1 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSMWAD 35.0804 1 37.6632 3 37.6921 2w:NBS 33.9648 1 37.7172 3 37.6723 2Table 4.32: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {low; high;medium} and bandwidth 4MHz for all hops.57



N0 = 0.1 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans StransMWAD 0.87017 9.92741 186.28 2125.16w:NBS 0.79350 9.98489 169.86 2137.46Table 4.33: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {low; high;medium} and bandwidth 4MHz for all hops.
N0 = 0 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSMWAD 37.7660 2 37.7660 2 40.9630 2w:NBS 35.8419 2 35.8419 2 41.2947 2Table 4.34: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {low; low; high} and bandwidth 6MHz for all hops.N0 = 0 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans StransMWAD 1.02970 0.46667 220.43 100w:NBS 0.72913 0.46667 156.08 100Table 4.35: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {low; low; high} and bandwidth 6MHz for all hops.
N0 = 0.1 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSMWAD 37.51120 2 37.5120 2 40.4563 2w:NBS 35.7520 2 35.75120 2 40.7473 2Table 4.36: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {low; low; high} and bandwidth 6MHz for all hops.N0 = 0.1 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans StransMWAD 4.64465 2.58805 994.28 554.02w:NBS 4.64711 2.20355 994.81 471.71Table 4.37: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {low; low; high} and bandwidth 6MHz for all hops.58



N0 = 0 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSMWAD 37.1332 2 41.5427 3 39.8589 2w:NBS 33.9680 2 41.8777 3 38.3350 1Table 4.38: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {low; high;medium} and bandwidth 6MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans StransMWAD 0.46667 9.30838 100 1992.64w:NBS 0.46667 4.27369 100 914.87Table 4.39: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {low; high;medium} and bandwidth 6MHz for all hops.
N0 = 0.1 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSMWAD 36.8245 2 40.9769 3 39.5515 2w:NBS 33.8957 2 41.2750 3 38.1315 1Table 4.40: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {low; high;medium} and bandwidth 6MHz for all hops.
N0 = 0.1 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans StransMWAD 1.21070 9.331070 259.17 1997.50w:NBS 0.95809 10.15077 205.10 2172.97Table 4.41: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {low; high;medium} and bandwidth 6MHz for all hops.4.3 Non{prioritized Resour
e Allo
ation in Multihop DS{CDMAVisual Sensor NetworksThe aforementioned topologies were also tested using three 
riteria, namely e.NBS, MADand MMD, that do not take into a

ount the motion level of the users. Thus, high motion59



nodes do not obtain any priority and 
onsequently all nodes are treated equally. On thehand, e.NBS and MAD seem to favor the low and medium motion videos. On the otherhand, MMD does not imply a 
ontent{aware approa
h, thus it a
hieves similar qualitylevels for all videos.WVSN topology 1:To begin with, Tables (4.42), (4.44), (4.46), (4.48), (4.50), (4.52), (4.54), (4.56), (4.58),(4.60), (4.62) and (4.64) 
learly show that e.NBS a
hieves higher PSNR for the low motionnodes in all 
ases. However, MAD o�ers better PSNRs to the high and medium motionnodes than e.NBS does. As expe
ted, MMD a
hieves the same quality level for all nodes,regardless of the level of motion and the ba
kground noise. The higher average PSNRis a
hieved when e.NBS is used, although the di�eren
es between the average PSNRs ofthese three 
riteria redu
e when ba
kground noise is taken into a

ount.Using MAD, when N0 is equal to 0 pW/Hz, the high motion nodes have a gain of0.13{0.94 dB in 
omparison with the 
ase that e.NBS is used. At the same time, themedium motion nodes have a small gain of 0.08{0.2 dB when MAD is employed. Thevideos of the low motion nodes have better PSNRs if e.NBS is 
hosen instead of MAD(gain0.41{2.69 dB). If N0 is equal to 1 pW/Hz, using MAD the high motion nodes have a gainof 0.12{0.83 dB. With e.NBS, low motion nodes have gain of 0.39{2.54 dB, whereas themedium motion nodes have a gain of 0.08{0.11 dB when MAD is employed.With regard to the 
hoi
es of sour
e and 
hannel 
oding rates, we 
an see that in most
ases they are not a�e
ted by the ba
kground noise when e.NBS and MAD are used.However, MMD tends to assign a lower sour
e 
oding rate to the high motion nodes, inorder to keep the in
uen
e of the ba
kground noise at a low level. In general, the highestavailable sour
e 
oding rate is preferred for the high motion nodes, ex
ept some 
ases withN0 6= 0 pW/Hz and transmitted power equal to 144 kbps that the se
ond higher sour
e
oding rate is 
hosen. Even though the high motion videos are en
oded using more bits,their PSNRs are not better than the PSNRs of the low or medium motion videos.Con
erning the power allo
ation for the three 
riteria, the sour
e nodes transmit theirvideos with the lowest available power if N0 is equal to 0 pW/Hz, whereas the highesttransmitted powers are used when N0 6= 0 pW/Hz, as illustrated in Tables (4.43), (4.45),(4.47), (4.49), (4.51), (4.53), (4.55), (4.57), (4.59), (4.61), (4.63) and (4.65). In parti
ular,e.NBS allo
ates lower powers than MAD and MMD allo
ate to the relay nodes, if N0 = 0pW/Hz. Conversely, when N0 6= 0 pW/Hz, MAD and MMD allo
ate lower powers tothe relay nodes than e.NBS does. It should also be noted that the transmitted powersof the relay nodes are allo
ated with respe
t to the motion levels of the videos of their
orresponding 
lusters, when e.NBS, MAD and MMD are used.
60



N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 32.5422 3 40.5004 3 33.7773 2 33.8292 2MAD 33.2506 3 37.9803 3 33.9849 2 34.0238 2MMD 34.1722 3 34.1722 1 34.1722 2 34.1722 2Table 4.42: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high; low;medium;medium} and bandwidth 5MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 0.33959 0.22867 0.27305 0.27663 148.36 100 119.29 120.86MAD 0.42386 0.22867 0.32628 0.33002 185.18 100 142.54 144.18MMD 0.58237 0.22867 0.42035 0.42337 254.43 100 183.64 184.96Table 4.43: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high; low;medium;medium} and bandwidth 5MHz for all hops.
N0 = 1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 30.2792 3 39.1806 3 32.8664 2 32.9030 2MAD 31.0197 3 36.6365 2 32.9555 3 32.9825 2MMD 32.5255 3 32.5255 1 32.5255 3 32.5255 1Table 4.44: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high; low;medium;medium} and bandwidth 5MHz for all hops.
N0 = 1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 11.433 8.54780 10.2229 10.3581 4994.81 3734.33 4466.15 4525.21MAD 11.433 6.95720 6.65220 9.70860 9.8273 3039.45 4241.45 4293.32MMD 11.433 4.72200 8.19590 8.28280 4994.81 2062.94 3580.62 3618.55Table 4.45: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high; low;medium;medium} and bandwidth 5MHz for all hops.
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N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 32.3489 3 40.2768 3 32.3489 3 40.2768 3MAD 33.2883 3 28.3137 3 33.2883 3 38.0134 3MMD 34.4121 3 34.4121 1 34.4121 3 34.4121 1Table 4.46: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high; low; high; low} and bandwidth 5MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 0.33891 0.22867 0.33892 0.22867 148.06 100 148.06 100MAD 0.42452 0.22867 0.42452 0.22867 185.46 100 185.46 100MMD 0.58526 0.22867 0.58526 0.22867 255.69 100 255.69 100Table 4.47: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high; low; high; low} and bandwidth 5MHz for all hops.
N0 = 1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 30.6544 3 38.9495 3 30.6544 3 38.9495 3MAD 31.4849 3 36.6788 2 31.4849 3 36.6788 2MMD 32.6312 3 32.6312 1 32.6312 3 32.6312 1Table 4.48: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high; low; high; low} and bandwidth 5MHz for all hops.
N0 = 1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 11.433 8.1799 11.433 8.1799 4994.81 3573.61 4994.81 3573.61MAD 11.433 6.70503 11.433 6.70503 4994.81 3573.61 4994.81 3573.61MMD 11.433 4.70160 11.433 4.70160 4994.81 2929.27 4994.81 2929.27Table 4.49: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high; low; high; low} and bandwidth 5MHz for all hops.
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N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 31.8984 3 33.2362 2 31.8984 3 39.7192 3MAD 32.4108 3 33.3183 2 32.4108 3 37.0507 2MMD 33.1297 3 33.1297 1 33.1297 3 33.1297 1Table 4.50: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high;medium; high; low} and bandwidth 5MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 0.3379 0.2733 0.3379 0.22867 147.65 119.40 147.65 100MAD 0.4141 0.3225 0.4141 0.22867 180.91 154.27 140.88 100MMD 0.5652 0.4054 0.5652 0.22867 246.92 177.12 246.92 100Table 4.51: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high;medium; high; low} and bandwidth 5MHz for all hops.
N0 = 1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 30.2270 3 32.2616 2 30.2270 3 38.2981 3MAD 30.8539 3 32.4026 3 30.8539 3 34.7708 1MMD 31.5500 3 31.5500 3 31.5500 3 31.5500 1Table 4.52: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {high;medium; high; low} and bandwidth 5MHz for all hops.
N0 = 1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 11.433 9.74208 11.433 8.13956 4994.81 4256.09 4994.81 3555.98MAD 11.433 9.37788 11.433 6.27198 4994.81 4096.98 4994.81 2740.08MMD 11.433 8.25026 11.433 14.92122 4994.81 3604.35 4994.81 2149.97Table 4.53: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {high;medium; high; low} and 5MHz for all hops.
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N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 29.1757 3 32.6403 2 29.5210 1 29.6455 1MAD 29.3051 3 32.0405 2 29.6423 1 29.7517 1MMD 29.8871 3 29.8871 2 29.8871 1 29.8871 1Table 4.54: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high; low;medium;medium} and bandwidth 2MHz and 10MHz for the�rst and se
ond hop.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 0.33192 0.22867 0.27287 0.27611 145.01 100 119.21 120.63MAD 0.34362 0.22867 0.31617 0.28564 150.12 100 123.47 124.79MMD 0.38767 0.22867 0.31281 0.31387 169.36 100 136.66 137.12Table 4.55: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high; low;medium;medium} and bandwidth 2MHz and 10MHz for the�rst and se
ond hop.
N0 = 0.1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 28.7231 2 32.4143 2 29.3420 1 29.4606 1MAD 28.8465 3 31.8477 2 29.4504 1 29.5564 1MMD 29.5866 2 29.5866 2 29.5866 1 29.5866 1Table 4.56: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high; low;medium;medium} and bandwidth 2MHz and 10MHz for the�rst and se
ond hop.
N0 = 0.1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 22.866 15.8683 18.9274 19.1527 9989.62 6932.51 8268.96 8367.40MAD 22.866 15.3638 18.9239 19.1306 9989.62 6712.09 8267.42 8357.73MMD 22.866 13.4488 18.2432 18.3204 9989.62 5875.49 7970.04 8003.76Table 4.57: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high; low;medium;medium} and bandwidth 2MHz and 10MHz for the�rst and se
ond hop. 64



N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 29.0080 3 32.3730 2 29.0080 3 32.3730 2MAD 29.2415 3 31.9602 2 29.2415 3 31.9602 2MMD 30.0408 3 30.0408 2 30.0408 3 30.0408 2Table 4.58: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high; low; high; low} and bandwidth 2MHz and 10MHz for the �rst andse
ond hop.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 0.3330 0.22867 0.3330 0.22866 145.52 100 145.52 100MAD 0.3436 0.22867 0.3436 0.22867 150.13 100 150.13 100MMD 0.3894 0.22867 0.3894 0.22867 170.13 100 170.13 100Table 4.59: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high; low; high; low} and bandwidth 2MHz and 10MHz for the �rst andse
ond hop.
N0 = 0.1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 28.6154 3 32.1490 2 28.6154 3 32.1489 2MAD 28.8237 3 31.7610 2 28.8237 3 31.7610 2MMD 29.6512 2 29.6512 2 29.6512 2 29.6512 2Table 4.60: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high; low; high; low} and bandwidth 2MHz and 10MHz for the �rst andse
ond hop.
N0 = 0.1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 22.866 15.7691 22.866 15.7691 9989.62 6889.16 9989.62 6889.16MAD 22.866 15.3255 22.866 15.3255 9989.62 6695.37 9989.62 6695.37MMD 22.866 13.4246 22.866 13.4246 9989.62 5864.92 9989.62 5864.92Table 4.61: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high; low; high; low}a and bandwidth 2MHz and 10MHz for the �rst andse
ond hop. 65



N0 = 0 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 30.1870 3 31.1942 1 30.1870 3 34.7884 2MAD 30.3731 3 31.3365 1 30.3731 3 33.8264 2MMD 30.9893 2 30.9893 1 30.9893 2 30.9893 2Table 4.62: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high;medium; high; low} and bandwidth 2MHz and 10MHz for the �rstand se
ond hop.
N0 = 0 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 0.32038 0.27468 0.32038 0.22867 139.97 120.0 139.97 100MAD 0.34349 0.29340 0.34349 0.22867 128.18 140.84 150.06 100MMD 0.41440 0.32750 0.41440 0.22867 181.06 143.09 181.06 100Table 4.63: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high;medium; high; low} and bandwidth 2MHz and 10MHz for the �rstand se
ond hop.
N0 = 0.1 pW/HzCluster C1 C2 C3 C4Criterion PSNR CS PSNR CS PSNR CS PSNR CSe:NBS 29.9211 2 30.8542 1 29.9211 2 34.3665 2MAD 30.1312 2 30.9402 1 30.1312 2 33.4155 2MMD 30.7002 2 30.7002 1 30.7002 2 30.7002 2Table 4.64: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {high;medium; high; low} and bandwidth 2MHz and 10MHz for the �rstand se
ond hop.
N0 = 0.1 pW/HzRelay node R1 R2 R3 R4 R1 R2 R3 R4Criterion Sre
 Sre
 Sre
 Sre
 Strans Strans Strans Stranse:NBS 22.866 19.2506 22.866 16.023 9989.62 8410.16 9989.62 7002.87MAD 22.866 19.0875 22.866 14.986 9989.62 8338.89 9989.62 6547.04MMD 22.866 17.9557 22.866 12.6516 9989.62 7844.45 9989.62 5527.22Table 4.65: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {high;medium; high; low} and bandwidth 2MHz and 10MHz for the �rstand se
ond hop. 66



WVSN topology 2:Firstly, we 
an see from Tables (4.66), (4.68), (4.70), (4.72), (4.74), (4.76) (4.78) and(4.80) that in this topology e.NBS a
hieves higher PSNR for the low motion nodes in all
ases. However, MAD o�ers better PSNRs to the high and medium motion nodes. TheMMD 
ritetion o�ers the same PSNRs to all of the nodes.Regarding the high motion nodes, they have a gain of 0.4{2.23 dB when N0 is equalto 0 pW/Hz, if MAD is employed. The low motion nodes have a gain of 1.34{5.29 dBwhen e.NBS is used. On the other hand, medium motion nodes are not always favored bye.NBS, as they have a loss of 0.85 dB when the bit rate is equal to 144 kbps and a smallgain of 0.2 dB when the bit rate is 96 kbps. Moreover, if N0 is equal to 0.1 pW/Hz thehigh motion nodes have a gain of 0.34{2.13 dB with MAD; the low motion nodes have again of 1.28{5.17 dB when e.NBS is employed. As in the 
ase with N0 = 0, with e.NBSthe medium motion nodes have a loss of 0.8 dB when the bit rate is equal to 144 kbpsand a gain of 0.2 dB when the bit rate is 96 kbps. The e.NBS 
riterion a
hieves higheraverage PSNR 
ompared to MAD for both values of N0.Furthermore, the 
hoi
es of sour
e and 
hannel 
oding rates are not a�e
ted by theba
kground noise. In general, for all three 
riteria, if the bit rate is 96 kbps, the higherpossible sour
e 
oding rates are preferred. In the 
ase that the bit rate is equal to 144kbps, the higher the motion level is, the lower 
hannel 
oding rate is 
hosen.The power allo
ation for these 
riteria is quite similar to that of w.NBS and MWAD,as 
an be seen in Tables (4.67), (4.69), (4.71), (4.73), (4.75), (4.77), (4.79) and (4.81). Forthe 
ase with V = {low; high;medium}, all 
riteria allo
ate higher transmitted powerto the relay node R2 
omparing to that allo
ated to R1. If N0 = 0 pW/Hz, MMDallo
ates higher transmitted power to R2 than the other 
riteria. For N0 = 0:1 pW/Hz,e.NBS is the 
riterion that allo
ates higher transmitted power to R2. Nevertheless, whenV = {low; low; high}, the relay node R1 transmits the videos using higher power than R2only if MMD is used. The opposite happens with e.NBS and MAD that allo
ate highertransmitted power to the relay node R2. This is ne
essary, as the transmitted of thelow motion videos by R2 interfere with the transmitted of the high motion videos of the
luster C3. As in previous test 
ases, when N0 6= 0, an in
rease in transmitted powers ofboth sour
e and relay nodes is observed using all set{ups. Last, when N0 is 0 pW/Hz,the sour
e nodes have the minimum available transmitted power, i.e. 100 mW, but whenN0 is not equal to 0, they use the maximum available transmitted power, i.e. 500 mW.
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N0 = 0 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSe:NBS 49.8116 3 49.0224 2 33.8598 3MAD 44.5212 3 44.5212 3 36.0861 3MMD 37.2351 2 37.2351 2 37.2351 3Table 4.66: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {low; low; high} and bandwidth 4MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans Stranse:NBS 0.46667 0.85864 100 183.81MAD 0.46667 0.57568 100 123.23MMD 1.01041 0.46667 216.30 100Table 4.67: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {low; low; high} and bandwidth 4MHz for all hops.
N0 = 0.1 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSe:NBS 49.5739 3 48.8019 2 33.6992 3MAD 44.4041 3 44.4035 3 35.8308 3MMD 36.9584 2 36.9584 2 36.9584 3Table 4.68: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {low; low; high} and bandwidth 4MHz for all hops.
N0 = 0.1 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans Stranse:NBS 4.69249 3.93497 1004.52 1842.08MAD 3.78696 0.57568 810.67 842.36MMD 4.45129 1.98610 952.89 425.16Table 4.69: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {low; low; high} and bandwidth 4MHz for all hops.
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N0 = 0 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSe:NBS 48.8810 3 36.0427 3 38.6263 2MAD 45.3237 3 36.9588 3 38.4188 2MMD 37.8481 3 37.8481 3 37.8481 2Table 4.70: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {low; high;medium} and bandwidth 4MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans Stranse:NBS 0.46667 0.94709 100 202.74MAD 0.46667 4.14622 100 887.58MMD 0.46667 5.02894 100 1076.54Table 4.71: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {low; high;medium} and bandwidth 4MHz for all hops.
N0 = 0.1 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSe:NBS 48.7015 3 35.8090 3 38.4489 2MAD 45.1654 3 36.6940 3 38.2606 2MMD 37.5721 2 37.5721 3 37.5721 2Table 4.72: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate96kbps, V = {low; high;medium} and bandwidth 4MHz for all hops.
N0 = 0.1 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans Stranse:NBS 3.85771 7.83469 825.82 1677.17MAD 2.18458 8.33628 467.65 1784.54MMD 1.03536 10.27815 221.64 2200.24Table 4.73: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate96kbps, V = {low; high;medium} and bandwidth 4MHz for all hops.
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N0 = 0 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSe:NBS 47.1708 3 46.3362 3 37.6186 2MAD 45.0178 3 44.9916 3 38.7605 2MMD 40.3839 3 40.3839 3 40.3839 2Table 4.74: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {low; low; high} and bandwidth 6MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans Stranse:NBS 0.46667 0.86196 100 184.52MAD 0.46667 0.70220 100 150.32MMD 0.46667 0.47191 100 101.02Table 4.75: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {low; low; high} and bandwidth 6MHz for all hops.
N0 = 0.1 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSe:NBS 46.8543 3 45.9618 3 37.2431 2MAD 44.7132 3 44.6792 3 38.3526 2MMD 39.9336 3 39.9336 3 39.9336 2Table 4.76: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {low; low; high} and bandwidth 6MHz for all hops.
N0 = 0.1 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans Stranse:NBS 4.10713 7.68114 879.21 1644.30MAD 3.80667 5.73647 814.89 1228.00MMD 3.54137 3.30848 758.10 708.25Table 4.77: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {low; low; high} and bandwidth 6MHz for all hops.
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N0 = 0 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSe:NBS 48.5202 3 39.3198 2 39.8910 2MAD 45.9069 3 39.7126 3 40.7435 2MMD 40.5804 3 40.5804 3 40.5804 2Table 4.78: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {low; high;medium} and bandwidth 6MHz for all hops.
N0 = 0 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans Stranse:NBS 0.46667 1.08464 100 232.19MAD 0.46667 1.11487 100 238.66MMD 0.46667 2.20755 100 472.57Table 4.79: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {low; high;medium} and bandwidth 6MHz for all hops.
N0 = 0.1 pW/HzCluster C1 C2 C3Criterion PSNR CS PSNR CS PSNR CSe:NBS 48.0926 3 38.9132 2 39.5777 2MAD 45.5455 3 39.2533 3 40.3832 2MMD 40.1784 3 40.1784 3 40.1784 2Table 4.80: PSNR(dB) and Sour
e and Channel Coding Rates for the 
ase with bitrate144kbps, V = {low; high;medium} and bandwidth 6MHz for all hops.
N0 = 0.1 pW/HzRelay node R1 R2 R1 R2Criterion Sre
 Sre
 Strans Stranse:NBS 4.61059 9.27758 986.99 1986.05MAD 3.20353 7.69318 685.78 1646.88MMD 1.69310 8.08470 362.44 1730.69Table 4.81: Re
eived powers (�W) and Transmitted powers (mW) for the 
ase with bitrate144kbps, V = {low; high;medium} and bandwidth 6MHz for all hops.
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Chapter 5CONCLUSIONS AND FUTURE WORK
5.1 Con
lusions5.2 Future Work
5.1 Con
lusionsIn the present thesis, we proposed a method for the optimal allo
ation of the resour
es ofa Wireless Visual Sensor Network. The overall goal was to allo
ate the available sour
e
oding rates, 
hannel 
oding rates and transmitted powers among the nodes of the WVSNin a way that the quality of the transmitted videos is maximized.In parti
ular, we applied our method in a multihop DS{CDMA based WVSN. TheWVSN nodes 
an either monitor di�erent s
enes (sour
e nodes) or retransmit videos ofother sensors (relay nodes). A node's transmissions 
ause interferen
e to other trans-mitting nodes within its transmission range, leading to degradation of the quality of there
eived videos. Moreover, the nodes may re
ord s
enes with di�erent amounts of motion,so their resour
e requirements are di�erent. Due to all these fa
tors, resour
es (transmit-ted power, sour
e 
oding rate, 
hannel 
oding rate) have to be optimally allo
ated usinga quality{aware joint strategy, in order to maintain the end{to{end distortion at a lowlevel for all nodes.In order to ta
kle the aforementioned problems, we proposed a 
ross{layer resour
eallo
ation s
heme that 
an be used with �ve optimization 
riteria. Two of the 
riteriawe tested, i.e. w.NBS and MWAD, are priority{based and allo
ate the resour
es withrespe
t to the motion level of the re
orded video s
enes. The �rst (w.NBS) maximizesthe distortion{related Nash Produ
t by using motion{based bargaining powers, while these
ond (MWAD) minimizes the weighted aggregation of the expe
ted end{to{end videodistortions by using motion{based weights. Three other 
riteria that are not taking intoa

ount the motion levels of the videos were also tested. The e.NBS 
riterion uses the72



Nash Bargaining Solution with equal bargaining powers. The MAD 
riterion aims atminimizing the average distortion of the videos transmitted through the network, whilethe MMD 
riterion minimizes the maximum distortion so as to a
hieve an overall goodquality for the videos.The 
ondu
ted experiments have illustrated that both priority{based 
riteria a
hievetheir goal even in the 
ase that the ba
kground noise is 
onsidered, resulting in highervideo quality (in terms of PSNR) for the sour
e nodes that view s
enes of high motion
ompared to e.NBS, MAD and MMD. However, MWAD a
hieves higher average PSNR,whereas w.NBS demands lower transmission power. Thus, for the purpose of enhan
ingthe delivered video quality of the sour
e nodes with respe
t to their 
ontent and itsimportan
e, we suggest the use of priority{based optimization 
riteria. The weights usedin MWAD and the bargaining powers of w.NBS 
an be 
hanged in order to demonstratedi�erent levels of priorities.Otherwise, e.NBS, MAD or MMD should be employed. MAD and e.NBS generallyfavor low motion videos, as they o�er better quality to these videos 
omparing to highmotion videos. Nevertheless, MAD is more fair to high motion videos as it keeps theirquality at a better level than e.NBS does. If the same quality is needed for all of the videos,MMD is the 
riterion that should be preferred. In 
on
lusion, the appropriate optimization
riterion should be 
hosen by the system designer a

ording to the requirements of ea
happli
ation.5.2 Future WorkUndoubtedly, three fundamental 
onstraints shape the WVSN design, namely the powersupply, the need for delivery of multimedia 
ontent with a 
ertain level of QoS and thelossy and transient behavior of wireless 
ommuni
ation. Under this 
onsideration, thereare many dire
tions for future work.One interesting dire
tion 
an be the perpetual adaptation of the allo
ation of thepowers and the rates to the dynami
ally 
hanging sour
e and network 
ondition. Insteadof relying on stable allo
ations, our resour
e allo
ation te
hnique 
ould be modi�ed inorder to 
onsider both the dynami
 sour
e 
hara
teristi
s and the network 
onditions.This feature is desirable for real{time multiuser multimedia appli
ations. Another usefulextension to our method 
an be the use of a TDMA{like network; in this 
ase, the videostreams should share in an eÆ
ient way the transmission time over the links so that thevideo quality re
eived by the CCU is maximized.Further improvement of the quality of the videos that are transmitted over WVSNs 
anbe a
hieved by employing s
alable video 
oding, as the one provided by the H.246/MPEG-4 SVC standard. The obje
tive of the SVC standardization has been to enable the en-
oding of a high-quality video bitstream that 
ontains one or more subset bitstreams that
an themselves be de
oded with a 
omplexity and re
onstru
tion quality similar to thata
hieved using the existing H.264/MPEG-4 AVC design with the same quantity of data73



as in the subset bitstream. The subset bitstream is derived by dropping pa
kets from thelarger bitstream and 
an have several modalities:(a) Temporal (frame rate) s
alability: the motion 
ompensation dependen
ies are stru
-tured so that 
omplete pi
tures (i.e. their asso
iated pa
kets) 
an be dropped fromthe bitstream.(b) Spatial (pi
ture size) s
alability: video is 
oded at multiple spatial resolutions. Thedata and de
oded samples of lower resolutions 
an be used to predi
t data or samplesof higher resolutions in order to redu
e the bit rate to 
ode the higher resolutions.(
) SNR/Quality/Fidelity s
alability: video is 
oded at a single spatial resolution butat di�erent qualities. The data and de
oded samples of lower qualities 
an be usedto predi
t data or samples of higher qualities in order to redu
e the bit rate to 
odethe higher qualities.Our method 
ould be extended so as to use s
alable videos, 
onsisting of di�erentlayers that have di�erent priority and resour
e requirements. Therefore, a di�erent videorate-distortion model should be used in order to estimate both the en
oding distortionand the distortion due to errors of transmission through a lossy 
hannel for ea
h layer ofthe transmitted video. Last, instead of PSNR, a more obje
tive metri
 for quality 
anbe 
hosen. Spe
i�
ally, we 
ould use the stru
tural similarity (SSIM) index whi
h is awell{known quality measurement metri
 that has been proved to be more 
onsistent withhuman eye per
eption.
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