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ABSTRACT

Eftychia G. Datsika. MSc, Department of Computer Science, University of Ioannina,
Greece. April, 2012. Cross—Layer Optimization for Multihop Wireless Visual Sensor
Networks. Thesis Supervisor: Lisimachos Paul Kondi.

Traditional Wireless Visual Sensor Networks (WVSN) consist of low—weight, energy—
constrained sensors with wireless communication capability that are equipped with video
cameras, and a Centralized Control Unit (CCU) that collects the information from the
visual sensors, applies channel and source decoding to the received video of each sensor
and manages the resource allocation among all the network nodes. Since the transmission
range of a sensor is limited, the recorded video sequences may need to be transmitted
using relay nodes until they reach the CCU via a multihop path.

In addition, a node’s transmissions cause interference to other transmitting nodes
within its transmission range, leading to degradation of the quality of the received videos.
Also, the nodes may record scenes with different amounts of motion, so their resource
requirements are different. Due to all these factors, resources (transmitted power, source
coding rate, channel coding rate) have to be optimally allocated using a quality—aware
joint strategy, in order to maintain the end-to—end distortion at a low level for all nodes.

We propose a cross—layer approach that enables the optimal control of the transmitted
power and the use of the available network resources, namely the source coding rates
and channel coding rates of a multihop DS-CDMA WVSN. The WVSN nodes can either
monitor different scenes (source nodes) or retransmit videos of other sensors (relay nodes).
Moreover, in real environments the source nodes monitor different scenes that may be of
dissimilar motion levels and importance. Hence a higher end—to—end quality is demanded
for those nodes that are assigned a higher priority. Overall, each node has different power
and resource requirements, and therefore a global optimization approach is required.

For the purpose of enhancing the delivered video quality of the source nodes with
respect to their priorities, we suggest the use of two priority—based optimization criteria;
the w.NBS (Nash Bargaining Solution with different bargaining powers) criterion max-
imizes the distortion—-related Nash Product by using motion—based bargaining powers,
while the MWAD (Minimization of Weighted Aggregation of the Expected Distortion)
criterion minimizes the weighted aggregation of the expected end-to-end video distor-
tions by using motion—based weights. Both priority—based criteria achieve their goal even
in the case that the background noise is considered, resulting in higher video quality (in



terms of PSNR) for the source nodes that view scenes of high motion. However, MWAD
achieves higher average PSNR, whereas w.NBS demands lower transmitted power.

Furthermore, three other criteria that are not taking into account the motion levels
of the videos were tested. The e.NBS (Nash Bargaining Solution with equal bargaining
powers) criterion uses the Nash Bargaining Solution with equal bargaining powers. The
MAD (Minimization of the Average Distortion) criterion aims at minimizing the average
distortion of the videos transmitted through the network, while the MMD (Minimization
of the Maximum Distortion) criterion minimizes the maximum distortion so as to achieve
an overall good quality for the videos. MAD and e.NBS generally favor low motion scenes,
and MMD offers the same quality to all scenes. Thus, the appropriate criterion should be
chosen according to the requirements of each application.

The employed criteria result in global mixed—integer optimization problems that are
resolved by using Particle Swarm Optimization (PSO). The transmitted powers are al-
lowed to take continuous values while the source and channel coding rates are allowed to
have only discrete values.

xi



EKTETAMENH [IEPIAHUH STA EAAHNIKA

Evtuyla Adtowa tou I'ewpylou xat tne Xtapatioc. MSc, Turua IIinpogopuxrc, [lavenioti-
uo Iwavvivey, Amplhiog, 2012. Awoctpwuatix?) Behtiotonoinon oe Aclpuata Alxtua
Ontxdyy AwoOntrpwy ue ITolhanhd ‘Alupata. EmBiénwyv xabnynthic: Avotuayoc Iadhog
Kévtne.

To actpuata dixtua oTTXGOY atobnthpwy allomolovvtol To TeEAeUTAlo YpoVLa G TOAAES
utneeoiec TOAVUECWY, OTWC OE CUOTAUATA TAPAXOAOVONONC %ol AUTOUATOU EVTOTLOUOV.
Yuvhfog anotelolvtal and dUo Aettoupyuxd péen: €vayv aplud amd CUGKHEUES XOUEPOV
XATAVEUNUEVWY OF EVOL YMOPO aTH TOV OTOLO XATAYRAPOLY GXNVES XOL ULOL XEVTELXY) LOVASA
ehéyyou mou cLAAEyel xau eneepydletal TIC TANpogopies amd TiC xduepec. Aedouévou
OTL 1 woylg Uetddoong ulag xduepag Umopel vo unv elval emapxhc yua va yivel owoty
UETAB00T TWV OXNVOY TNV XEVTPLXY UoVada ehéyyou, elval anapaltntes oL avoueTadooeLs
uéow evdldueony x6uPwv (relay nodes). Emnhéoy, ou yetadboels evéc xoufou npoxaloldy
TapeuBoléc otig uetaddoelc xOuBwy Tou Beloxovial uéoa otny euPEleLd Tou, YEYOVHS TOU
odnyel oe unoBdbuilor Tng ToLOTNTUC TwY BLyvteoaxoloubidy tou uetadidovtal.

Eniong, ol xduepeg evog aolpuatou Sixthou onTixdy atohntiiowy Utopel vo xatoyedpouy
oxnvéc ue SlapopeTind emineda xivnone. Emouévme, ol analthoelc Toug 600V agopd Toug
Topoug mou Toug avatifevtal, dnwe pubude xwdixonolnong TNy %ol xavahiol xal Loy lg
uetddoong, elvar Slapopetinés v xd0e xduepa. Do mapddetyua, oxnvéc vhniic xivnong
yeetdlovtal meptoadTepa bits yia TNV xwdxonolnon tNyhc GoTe VoL €Youy ULo xohy) TEAXY
rowotnta.  Avtifeta, oxnvéc yauniic xivnong yeetdlovton hiydtepa bits yio Ty xwdixo-
molnon mnYMg, dpa umopolv va yenotdoroloby uixpdteer Loyl uetddoone. ‘Etol, eCowxov-
0UOoUY EVEPYELXL XUl UELOVOVTUL TAUTOY POV Ol ToREUS0AEC GTOUS YELTOVLXOUS XOUBOUC.

EZaitiag 6hwv autdv Tov Topayoviny, ol avagephévieg tdpol Tpénel Vo xoTavEUOVTAL
BérTioT UETAZY TWV XAUEPDY Xl TWV EVOLAUECKHY XOUB®Y UE BAoT Ula XOLVY) oTEaTNYLXY,
0TOYEVOVTUS OTY) SLATHENOT TNS TORAUOPPWOTS TWY PLYETOAXOAOLOLOY GE YaunAd enineda.
Yy mapovoa epyacia mpotelvouue uia uébodo xatavourc mopwy ce acUpuata dixTud
OTTUXGY oONTAEKY Ue TOAATAG GAUATA TOU YENOLUOTOLOUY TO TpwTdXohhO Tpbdaluong
DS-CDMA. H uéfodoc auty Poaoctletar oc éva oyedloaoud we mpog ToANG emimedo Tng
otolfag mpwtoxdhiwv OSI, ta onola avtahhdooouy uetall Toug TANpogoplec Uue oxomod
™y xohUtepn anddoon tou dixtdou. T tn BéATioTn xaTavour TV TopwY UETAEY TV
AALEPOY XL TOV EVOLAUECHY XOUPBWY TOU BLXTUOL, YENOLWOTOLACAUUE TEVTE BLUPORETIXS
xpithpla. To dVo and autd, ouyxexpwéva to w.NBS (Nash Bargaining Solution with
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different bargaining powers) xat to MWAD (Minimization of Weighted Aggregation of
the Expected Distortion) emttuyydvouy tny xatavour tov népwv clugwva Ue To enlnedo
xlvnong Twv UeTadBOUEVDY oxnvdy. Xuyxexpwuéva, to xpitholo w.NBS Baolletar ot
Moo Suanpayudtevong tou Nash xou ueyiotonolel to yivouevo Nash ue yprior Stagopetindy
StampayuateuTix®dv oybwy. To xpithpro MWAD ehaytotornotel éva ypauuixd cuvduaoud
TWV VOUE-VOUEVODY TAQAUOPPHOOEWY TOV oXNVOY, dlvovtag oe xabeulo and autéc Bdpog
avdroyo ue to eninedo xivnorc tne. Ta dhha tpla xpithpla 8¢ AauBdvouy unddn ta entneda
xtvnone tov oxnvédy. Ta dbo xprthpre MAD (Minimization of the Average Distortion) ot
MMD (Minimization of the Maximum Distortion) ehayiotonowoly avticTtorya T UEoT xo
™ UEYLoTN Tapaubppeon TV UeTaddouevey oxnvdy. To xpithiplo e. NBS (Nash Bargain-
ing Solution with equal bargaining powers) Boaotletol xat autd ot Alon Slampayudteuong
tou Nash xau yeyiotonowel to ywvouevo Nash ue yeron duwg tng (Slag SlampayUaTeLTIXHS
Loy Vog Yol OAEC TLS OXTVEC.

To mpofhiuata BedtioTonolnong uxtdy axecpaiwy mou mpoéxudoy emAlfnxay ue
uébodo Particle Swarm Optimization (PSO). Ou woydec uetddoone urnopoly va malpvouy
ouveyele TLéC and €va xaboplouévo 6UVOAO EVEG TO GUVORO T®V TGV TOU UT0poVY Vo
€youv oL pubuol xwduxonolnong mnyRg xou xovohiod elval dtaxplto.

To aroteréouato TOV TEWRAUATWY TOL TpayuaToTotiinxay €deléay nwe xdbe xpLtrplo
TpocpépeL dlagopeTixn todTnTa ot xdbe Pivteoaxorovdia clugpova ue to eninedo xivnorg
e Ta xputpia w.NBS xow MWAD npoteivovtar yu tny mepintwon mou amaiteita
evioyuon TNE TOLOTNTAS TOY OXNVOY GUUPOVA UE TO ETUTESO XIYNOTHC TOUS XAl TNV TEOTEQUL-
6Nt Toug, xabde BeATIOVOUY TNV TOLOTNTA TV GXNVOY VYNATC xivnong axdud XL Ue Thy
enldpaon BoplPou xatd tn uetddoor. To MWAD emtuyydvelr udnidtepo uéoo PSNR,
eve To w.NBS anoutel yaunidtepn oyl uetddoone. "‘Ocov agopd to dhha tela xpitipLa,
SlamotdOnxe 6tL to MAD xau to e.NBS yevixd euvooidv tic oxnvéc yaunhic xivnong, evéd
10 MMD npoogépel (dlo PSNR yia 6hec Tic oxnvéc. Avdhoyo Aowmédy Ue TIC amaLTAOELS
YL THY TOLOTNTA TV oXNVOV Tou Bétel xdbe epapuoyt, tpotelvetal 1 ypron SLapopeTixoy
xpLtnelou.
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CHAPTER 1

INTRODUCTION

1.1 Wireless Networking-Wireless Visual Sensor Networks
1.2 Related Work
1.3 Scope of Thesis

1.4 Thesis Outline

1.1 Wireless Networking—Wireless Visual Sensor Networks

Due to recent technological advances wireless networks are an active research area in com-
puter science and telecommunications. Wireless telecommunications permit the transfer
of information between two or more points that are not physically connected and are useful
for a plethora of applications. Thanks to many new wireless technologies and industrial
standards, wireless networks have been employed for many real-time video communica-
tion services such as video telephony, video conferencing, video games and mobile TV
broadcasting. In order to connect different computing devices with varying specifications,
like laptop computers, personal digital assistants, smart phones, sensors, automotive com-
puting devices, wireless networks are nowadays of great use.

In the past few years very common networks infrastructures are the multihop wire-
less networks that are utilized by multiple users, e.g. peers that transmit and/or receive
content, stations, applications or simple relay nodes. These networks often support the
function of various real-time multimedia applications used by the numerous intercon-
nected nodes. These multi—user multimedia applications have generally high demands
regarding the delivered QoS (Quality of Service). Providing video content of high quality
through a wireless network is not a trivial task due to both generic restrictions of this
type of networking and the requirements imposed by the loss—intolerant applications that
are served by the wireless network.



First of all, resources (transmitted power, bandwidth, source and channel coding rate,
bandwidth, transmission time slots, etc.) are usually constrained in a wireless commu-
nication channel and should be distributed carefully. The conditions of the physical
connections and the fact that the wireless medium is shared lead to fluctuations over
time of the transmission bit rates, the bandwidth and the bit error probabilities of the
links, especially in wireless networks that change dynamically. Of course, even in static
wireless connections, interference among transmitting nodes and signal attenuation due to
multipath fading, diffusion, shadowing and similar phenomena reduce the received signal
strength and, in consequence, the end-to—end quality.

Additionally, the inherent features of the multimedia transmission impose strict deliv-
ery deadlines. Unpredictable demands in terms of QoS by nodes of a dynamically chang-
ing topology as well as varied levels of interference often lead to packet collisions and
out of order transmissions of real-time flows. Delay—sensitive and bandwidth—intensive
applications require an scheme that allocates the provided resources in a timely manner.

The resource allocation problem becomes more crucial in the case of Wireless Visual
Sensor Networks (WVSN), which are useful in many remote sensing applications, such
as video surveillance, environmental tracking, etc [1]. They consist of battery—powered
sensors with embedded cameras and small-scale wireless communication capability. Each
sensor can capture digital visual information of a specific area and/or relay collected video
content through multihop wireless paths to a central control station. For the assignment
of the available resources a compromise between two aspects is essential: on the one hand,
the energy consumption has to be minimized in order to prolong the WVSN’s lifespan
and simultaneously reduce the interference among the transmitted signals; on the other
hand, the distortion of the delivered video sequences has to be minimized as well so that
the QoS requirements of an application are satisfied.

Towards this direction, a series of studies have been implemented in the last decade [18],
[22], [24], [8], [37], [23]. A considerable number of them adopts a cross—layer approach for
the resource allocation in wireless networks and WVSN in particular. The optimization
of transmission parameters of the OSI layers separately is not suitable for this type of
networking as a fixed allocation of resources does not fit the varied wireless connections
and there is a strict interdependence among the layers. With the cross—layer optimization
lower layers are able to communicate with each other so that the experienced quality at
the application layer is enhanced.

1.2 Related Work

A distributed cross—layer technique for multi—user video streaming over multihop wireless
networks was proposed by [31]. It assumes that video content is encoded using a scalable
video codec that permits users with different demands and resources to transmit/receive
videos with different quality by decoding a different part of a a bit stream that was
encoded only once. Under this assumption, the packets of each flow are of different



importance , thus different priority must be given to them when it comes to application
layer scheduling, routing and MAC layer retransmission strategy as implied by the priority
queueing. This technique aims at minimizing the end—to—end packet loss probabilities by
selecting the appropriate relay node for each packet according to its priority and choosing
the modulation and coding scheme in order to meet the packets’ deadlines.

Another technique is the one presented in [14] that considers the wireless transmission
of prioritized elastic real-time flows with different end—to—end requirements. A distributed
rate control algorithm was proposed, which allocates the transmission bit rates to the
flows so that the throughput is maximized under the delay constraints of the flows. This
optimization problem is proven to be a global Network Utility Maximization problem
where utility maximization ensures that the deadlines of all packets that belong to the
transmitted flows are met by adjusting the traffic generation rate.

A popular approach used to increase the performance of multihop wireless networks
with dynamically changing network characteristics is machine learning. The initial ma-
chine learning schemes that were proposed focused on the allocation the network layer
parameters only. Other schemes employed a centralized approach but they demonstrated
poor performance when applied in delay—sensitive applications due to large communica-
tion overheads and latency in propagation of network information from the control station
to the nodes. As an alternative, various distributed approaches were presented aiming at
the maximization of network performance, as those of [10] and [11]. However, they did
not perform cross-layer optimization.

One of the first cross—layer distributed techniques that are based on machine learning
is the one proposed by [21]. It uses reinforcement learning in case of restricted knowledge
of the network dynamics and permits the adaptation of transmission parameters and
allocation of resources to the varied conditions autonomously for each node. The joint
routing and power control problem was modeled as a Markov Decision process that leads
to the selection of the optimal policy for all nodes.

Also, several studies that implement game—theoretic analysis have been presented [17],
[25], [26]. Cooperative or non—cooperative games allocate efficiently the resources in
a centralized or distributed way. The cross-layer scheme described in [5] suggests a
distributed non—cooperative game that allows the nodes of a DS-CDMA multihop wireless
network to select their transmitted powers and the linear receiver design so that the
number of bits sent per unit of power is maximized. Along with the transmitted power,
each node has to choose among three types of receiver: a matched filter (MF), a linear
minimum mean-squared error receiver (MMSE) and a decorrelator (DE). In this work,
the resource allocation is derived by the Nash Equilibrium of the non—cooperative game.

Another alternative for power allocation in DS-CDMA multihop wireless networks
is analyzed in [20]. A joint allocation of power levels of the relay nodes under group—
based power constraints and the design of linear receivers for interference suppression are
proposed. The resulting optimization problem are solved with recursive alternating least
squares algorithms (RALS) which allocate the parameters of the receiver, the channels



and the power levels, after creating a group of users according to the power levels.

Furthermore, a lot of research studies have focused on resource allocation techniques
especially designed for WVSN. The initial target was to minimize the energy consumption
with a cross—layer approach as the one presented in [12]. In this work, after survey of
topology, medium access control (MAC) and transceiver energy consumption models, it is
shown that regular sleep periods achieve a reduction of the absolute energy consumption
per useful transmitted bit in accordance with the data transmission rates. Neverthe-
less, the scheme does not incorporate any content—aware approach as it is limited to the
parameters of physical, data link and network layer.

Of course, for large—scale WVSN, limited resources such as battery power and band-
width of the wireless links have to be taken into consideration also for the development
of an efficient routing scheme. In networks with hundreds of sensors, the routing process
is affected by the following parameters that are analyzed in [2]:

(a) Node deployment

(b) Energy consumption without losing accuracy
(c) Data reporting method

(d) Node/link heterogeneity

(e) Fault tolerance

(f) Adaptation to environmental events
(g) Modification of network dynamics
(h) Transmission media (MAC design)
(7) Connectivity and node distribution
(j) Area coverage

(k) Data aggregation and data fusion

(1) QoS demands

According the WVSN structure and routing operation, the routing protocols that
have been proposed can be separated into several categories. Depending on the WVSN
structure, a routing protocol can be flat-based, hierarchical-based or location-based. As
for the routing operation, the protocols can be characterized as multipath—-based, query—
based, negotiation—based, (QoS—based and coherent—based. Another classification depends
on the way that a node finds a path to its destination; a routing protocol can be proactive,
reactive or hybrid. Last, the cooperative protocols that permit the nodes to send their
data to central nodes for aggregation and processing.



Lately, works that are published in the field of WVSN suggest resource allocation
approaches oriented to multimedia systems. Some of them include routing-like process
that allocates paths to video flows with respect to their priority and impact on multimedia
quality.

For instance, the study deployed in [32] analyzes three different approaches for de-
termining the optimal paths and transmission time allocation among the video streams
transmitted over the links by the nodes, which maximize the end—to—end video quality.
The first approach is a Centralized optimization approach for resource allocation per video
flows;a central control unit gathers network information and allocates the resources. Al-
though it can reach a global optimal solution, its complexity increases significantly with
the number of nodes and suffers from great delay when the network dynamics change and
timely adaptation is required. For a static network with high transmission bit rates, the
Congestion Game Modeling approach is proved to be preferable; a prioritized congestion
game is played among the nodes that compete with each other for network resources.
They can make autonomous decisions for their video flows in order to maximize their
own utility, i.e. minimize the video distortion. The optimal allocation is guaranteed as
the modeling always converges to a Nash Equilibrium. The third approach, namely the
Distributed Greedy approach outperforms the others for networks with varied conditions.
This approach allows both the source and relay nodes to decide on the resource allocation
and makes use of the network information in order to apply local optimization. Even if
the allocation is not optimal and the information overhead may be large, the distributed
approach demonstrates high adaptability to varied source characteristics and network
dynamics.

Finally, it is worth mentioning a different scheme investigated in [19]. It employs joint
coding/routing optimization of network costs (lifetime) and capacity (video distortion)
based on link rate allocation and multipath routing that is based on Network Coding
(NC) for correlated data and Distributed Video Coding (DVC). With NC the maximum
possible information flow in an network can be achieved because the nodes of a network
take several packets and combine them together for transmission instead of simply relay-
ing the packets they receive. DVC models the correlation between multiple sources at
the decoder side together with channel codes, therefore the computational complexity is
shifted from encoder side to decoder side. It is suitable for applications with complexity-
constrained sender, such as sensor networks and video/multimedia compression. The
initial optimization problem refers to the wireless link capacity allocation and the choice
of NC—subgraph at the transport layer. It results in four cross—layer subproblems; a rate
control problem at the transport layer, a channel contention resolution problem at the
MAC layer of the data link layer, a distortion control problem and an energy conservation
problem that are affected by the choices at the transport and MAC layer respectively.

Without a doubt, many problems need to be tackled in the field of multimedia wireless
networks and WVSN in particular. There are already many open research issues at the
application, transport, data link and physical layers of the communication stack which



require cross—layer optimization so that better QoS is achieved.

1.3 Scope of Thesis

In this thesis we assume a multihop WVSN where all nodes communicate with each other
using DS-CDMA at the physical layer. The WVSN consists of a number of spatially
distributed smart low—power sensors with wireless communication capability. The sensors
(source nodes) are equipped with video cameras and are capable of recording scenes of
a specific field of view. Relay nodes are used in order to deliver the videos received
by sensors (source nodes) to the Centralized Control Unit (CCU), as the transmission
range of each sensor is limited. The CCU gathers information from all the nodes of the
network, applies channel and source decoding to the received videos and manages the
resource allocation among all nodes.

Additionally, the transmission of each node causes interference to neighboring nodes
that transmit simultaneously. In other words, if a node increases its transmitted power
aiming at improving the quality of the video it transmits, the quality of other transmitted
videos might deteriorate due to interference. Moreover, in a real environment, the sensors
of the network monitor scenes with different motion levels. Some sensors may image a
relatively stationary field while others may image scenes with a high level of motion. Thus,
not all videos have the same demands as far as the source and channel coding rate are
concerned; a node that transmits low motion video can use a lower source coding rate and
still yield a good quality for the transmitted video. As can be expected, lower demands in
source and channel coding rates lead to lower energy consumption. Given that each video
has different motion level, it is of dissimilar importance and can be assigned a different
priority when it comes to resource allocation.

Under these assumptions, a cross—layer optimization scheme across the physical, net-
work and application layer is proposed that aims at achieving optimal video transmission
over multihop DS-CDMA WVSNs. It is assumed that the transmitted power is defined
at the physical layer, the channel coding rate at the data link layer and the source coding
rate at the application layer. Along with the problem of efficiently allocating the trans-
mitted power, our scheme appropriately assigns the source coding rate and channel coding
rate to each visual sensor while at the same time the transmitted power and the chan-
nel coding rate are determined for each relay node. Low bit error rates at each link are
necessary, so that the good quality of the transmitted video is maintained. However, the
optimization is quality—driven, i.e. the objective is to optimize a function of the received
video qualities for each visual sensor, as opposed to optimizing network parameters such
as bit error rate, throughput, etc.

Furthermore, we employ five different optimization criteria. First, two priority—based
optimization criteria were used that take into account the different priorities of the trans-
mitted videos. The w.NBS criterion ( Weighted Nash Bargaining Solution) maximizes the
distortion-related Nash Product by using motion-based bargaining powers. The aim of



the maximization is to find the Nash Bargaining Solution so that the resources are allo-
cated after the negotiation among the nodes of the network. Next, the MWAD criterion
(Minimization of the Weighted Aggregation of Distortions) minimizes the weighted aggre-
gation of the expected end—to—end video distortions by using weights that demonstrate
the motion level of each transmitted video. With these two criteria, the resource alloca-
tion can be determined not only according to the available resources but also the video
content characteristics (motion level) of the participating nodes.

Three criteria that treat all videos in a non content—aware manner were tested as well.
The e.NBS criterion uses the Nash Bargaining Solution with the same bargaining power
for all nodes that join the bargaining game. Thus, it is assumed that all nodes are treated
equally. Another criterion is MAD (Minimization of the Average Distortion) that aims at
minimizing the average distortion of the videos transmitted through the network. The last
employed criterion is MMD (Minimization of the Mazimum Distortion) that minimizes
the maximum distortion of all transmitted videos so as to achieve an overall good quality
for all of them.

All the aforementioned criteria result in global mixed—-integer optimization problems
that are resolved by using the Particle Swarm Optimization algorithm (PSO). The trans-
mitted powers are allowed to take continuous values while the source and channel coding
rates are allowed to have only discrete values. The only constraint imposed in all opti-
mization problems is that all interfering nodes of a specific hop along a multihop path
have the same transmission bit rate.

1.4 Thesis Outline

The rest of the present thesis is structured as follows. In Chapter 2 we describe our
network model, the joint source and channel coding and the estimation of the expected
distortion. In Chapter 3 the resource allocation problems and the employed optimization
criteria are analyzed. Experimental results are presented in Chapter 4. In Chapter 5

conclusions are drawn and future work is outlined.



CHAPTER 2

FUNDAMENTALS

2.1 System Model

2.2 Radio Propagation Models

2.3 Joint Source and Channel Coding

2.4 Direct-Sequence Code Division Multiple Access (DS-CDMA)

2.5 Description of the proposed Resource Allocation method for multihop DS-CDMA
WVSNs

In this chapter, the considered model for WVSNs is described and some fundamental
notions are explained for the better understanding of the proposed cross-layer optimiza-
tion method.

2.1 System Model

This section presents the basic structure of a WVSN and analyzes the notion of the
cross—layer design that is employed by our method.

2.1.1 Network Architecture

Wireless Visual Sensor Networks have emerged as an important class of sensor-based
distributed intelligent systems. These networks are comprised of a large number of low—
weight energy—constrained sensors that monitor a specific area. The sensors are equipped
with video cameras and are able to provide information from a monitored site, performing
distributed and collaborative processing of their collected data. Using multiple cameras
in the network provides different views of the scene, which enhances the reliability of the
captured events. In such case, the sensors can be organized in clusters that have the same



Cluster of Sensors

Figure 2.1: Example of a WVSN.

field of view. In a typical WVSN as the one depicted in Fig. 2.1, a Centralized Control
Unit (CCU) collects the information from the visual sensors and performs channel and
source decoding so as to obtain the received video of each sensor (source node). All sensors
communicate with the CCU at the network layer either directly or via other intermediate
nodes, i.e. relay nodes. Since the transmission range of a sensor is limited, its recorded
video sequences may need to be transmitted using a number of relay nodes until they
reach the CCU via a multihop path. The CCU of the WVSN transmits information to
all types of nodes and requests changes in transmission parameters, such as source and
channel coding rates and transmitted power, aiming at the optimal performance for all
nodes.

A WYVSN is organized similarly with a wireless network; the network operations of
a WVSN are separated in different layers as imposed by the OSI. The OSI, or Open
System Interconnection, is a model that defines a networking framework for implementing
protocols in seven logical layers that group different types of communication functions [4].
Each layer executes specific operations and its services are implemented over the services
provided by the layer below it; a layer serves the layer above it and is served by the layer
below it. Control is passed from one layer to the next, starting at the application layer in
one node, proceeding to the bottom layer, over the channel to the next node and back up
the hierarchy [35]. More specifically, the seven layers of OSI are the following (Fig. 2.2):

(a) Physical layer: this layer defines the electrical and physical specifications for devices
and the relationship between a device and a transmission medium. Its major func-



tions are the establishment and termination of a connection to a communications
medium and the modulation or conversion between the representation of digital data
in user equipment and the corresponding signals transmitted over a communications
channel.

Data Link layer: this layer provides the functional and procedural means to transfer
data between network entities and to detect and possibly correct errors that may
occur in the physical layer. It offers methods for exchanging data frames between
devices over a common media.

Network layer: this layer provides the functional and procedural means of transfer-
ring variable length data sequences from a source host on one network to a destina-
tion host on a different network, while maintaining the quality of service requested
by the transport layer (in contrast to the Data Link layer which connects hosts
within the same network). The Network layer performs network routing functions,
and might also perform fragmentation and reassembly and report delivery errors.

Transport layer: this layer provides transparent transfer of data between end users,
providing reliable data transfer services to the upper layers. Also, it controls the
reliability of a given link through flow control, segmentation/desegmentation and
error control.

Session layer: this layer controls the dialogues (connections) between computers. It
establishes, manages and terminates the connections between the local and remote
application using the services offered by the Transport layer.

Presentation layer: this layer establishes context between application-layer entities,
in which the higher-layer entities may use different syntax and semantics, if the
presentation service provides a mapping between them. It provides independence
from data representation (e.g., encryption) by translating between application and
network formats.

Application layer: the last layer is the OSI layer closest to the end user, which means
that both the OSI application layer and the user interact directly with the software
application. This layer implements many well-known communication services and
components, such as File Transfer Protocol (FTP), Hypertext Transfer Protocol
(HTTP), Domain Name System (DNS), etc.

The most successful implementation of the OSI reference model is today the Transfer
Control Protocol/Internet Protocol version 4 (TCP/IPv4) and Fig. 2.3 shows how its
layers relate to the layers defined by OSI. Since TCP/IP is loosely based on the layered
design of the OSI reference model, its stack design is highly rigid and strict and each

layer cooperates only with the layer directly above it or the one directly below it. This

results in a non—existent collaboration between the different layers. The weaknesses of
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Figure 2.2: The Open Systems Interconnection reference model.

the OSI design are obvious in the case of wireless communications that have different

infrastructure and demands comparing to the wired communication.

2.1.2 Cross—Layer Design

To fully optimize wireless broadband networks, both the challenges from the physical
medium and the QoS (Quality of Service) demands from the applications have to be
taken into account. Low throughput, dropped or corrupted packets, jitter and out-of-
order delivery affect the offered QoS. The degradation of the end-to-end quality due
to these factors is worse in the case of transmission over wireless network, due to the
perpetual changes of its state. Owing to this, rate, power and coding at the physical layer
should be adapted to meet the requirements of the applications conforming to the current
channel and network conditions.

Therefore, information has to be shared between all layers so that the highest possible
adaptivity is obtained. Feedback can be transported dynamically via the layer boundaries
to enable the compensation for overload, latency or other mismatch of requirements and
resources in case that a layer is affected by a deficiency detected in another layer. The
cross-layer control mechanism provides a feedback on concurrent quality information for
the adaptive setting of control parameters. Cross—layer adaptation has become a popular
solution for optimizing the performance of real-time multimedia applications implemented
on resource constrained systems. By jointly optimizing parameters, configurations and

11



TCPI/IP Model 0S| Model
Application Layer

Application Layer Presentation Layer

Session Layer

Transport Layer Transport Layer

Internet Layer Network Layer

Data Link Layer
Network Access Layer

Physical Layer

Figure 2.3: The TCP/IP stack.

algorithms across two or more system layers, rather than optimizing them in isolation,
system performance can be significantly improved.

Taking these facts into consideration, we applied a multi—node cross—layer optimization
technique on multihop DS-CDMA based WVSNs that operates across the physical, data
link and application layers of the system. The employed method accounts for network
performances all the way from the physical layer up to the application layer. All of the
source and relay nodes of the considered WVSN are jointly optimized as the following
parameters are allocated simultaneously to them by the optimization scheme:

(a) Transmitted power at the physical layer.
(b) Channel coding rate at the data link layer.

(¢) Source coding rate at the application layer.

2.2 Radio Propagation Models

In reality, the signal strength or energy level decays as the distance from the transmitter
to the receiver increases. The propagation of the signal across a link decreases its energy.
With any communications system, the signal that is received differs from the signal that
is transmitted, due to various transmission impairments. For analog signals, these impair-
ments introduce various random modifications whereas for digital signals bit errors may
corrupt the transmitted data; a binary 1 is transformed into a binary 0 and vice versa.

Generally, the radio waves travel between two points in four different ways. They
either propagate directly from one point to another or follow the curvature of the earth
or even refract off the ionosphere back to earth. Sometimes they might become trapped
in the atmosphere and travel long distances. For the WVSNs deployed in this thesis, the
transmitted signal uses a frequency equal to 315 MHz. Therefore, we assume line—-of-sight
wireless transmission [33]. For this kind of transmission the most significant impairments
that degrade the signal quality are the following:

1

[\]



(a) Attenuation and Attenuation distortion
(b) Free space loss

(¢) Noise

(d) Atmospheric absorption

(e) Multipath

(f) Refraction

In our method either the free space loss or the multipath and the noise affect the level
of the received power of a node. Free space loss is the type of attenuation of a transmitted
signal that occurs while the signal is being spread over a larger and larger area, even if no
other sources of attenuation or impairment are assumed. Next, the multipath is the effect
that takes place when the signal is reflected by obstacles so that multiple copies of the
signal with varied delays can be received. There are cases that the receiver may capture
only reflected signals or a composite signal that can be either larger or smaller than the
direct signal, depending on the differences in the path lengths of the direct and reflected
waves. As far as the noise is concerned, it can be defined as additional unwanted signals
inserted between transmission and reception of an original signal. For our model, noise
is considered to be the interference caused to a node’s transmission by the simultaneous
transmissions of other nodes and the background noise.

These propagation effects influence system performance, particularly when dealing
with power control. Although the mechanisms are diverse, they are usually characterized
by these effects. The propagation models have traditionally focused on predicting the
average received signal strength at a given distance from the transmitter, as well as the
variability of the signal strength in close spatial proximity to a particular location. There
are two general categories of propagation models [29]:

(a) The large—scale propagation models that predict the mean signal strength for an ar-
bitrary transmitter—receiver(T-R) separation distance (of several hundreds or thou-
sand meters) and are useful in estimating the radio coverage area of a transmitter.

(b) The small-scale or fading models that characterize the rapid fluctuations of the
received signal strength over very short travel distances (a few wavelengths) or
short—time durations (on the order of seconds).

Moreover, different models have been developed to meet the needs of realizing the prop-
agation behavior in different conditions. Types of models for radio propagation include
the models for indoor or outdoor applications, the ground wave propagation models, the
sky wave propagation models, the environmental attenuation models, the point-to-point
propagation models, the terrain models and the city models.
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In our work we employed two different propagation models, described in sections 2.2.1
and 2.2.2, so as to predict the received power at a specific distance from a node, namely
the Free Space and the Two Ray Ground Reflection Model. We take into account both the
free space model (direct path) and the multipath fading model (reflection path) depending
on the distance between transmitter and receiver. If this distance is less than a certain
distance known as the cross—over distance dy, the Free Space model should be used, else
the Two Ray Ground model is used. The cross—over distance is defined as follows:

_Amh bV
= X ,
where [ < 1 is the system loss factor, A is the wavelength of the carrier signal, h; is the

do (2.1)

transmitter antenna height and A, is the receiver antenna height.

2.2.1 Free Space Propagation Model

The Free Space Propagation Model is used to predict received signal strength when the
transmitter and receiver have a clear, unobstructed line-of-sight path between them. As
with most large—scale radio wave propagation models, this model predicts that received
power decays as a function of the T-R separation distance raised to some power. It
basically represents the communication range as a circle around the transmitter, which
radiates in all directions uniformly (isotropic radiator). Letting S*™" be the power at the
transmitted antenna, S™4 the power at the receiver antenna, d the distance between
the two antennas, A the wavelength of the carrier signal, the free space loss for an ideal

isotropic transmitter is:
Strans (d) (471')2612
Srec(d) - A2 : (22)

The received power S*°(d) at a receiver node in distance d from a node n that transmits

power S ig given by the Friis formula for transmitters that are not isotropic, thus the
antenna gains have to be taken into account:

GtG )\2 GtG C2
Srec d — Stra.ns T — trans r
w (@) =5, (4m)2d2l 7" (4m)2f2d2

where [ > 1 is the system loss factor not related to propagation, A is the wavelength of

(2.3)

the carrier signal in meters, f is the carrier frequency in Hz, G is the transmitter antenna
gain and G, is the receiver antenna gain. The value A is related to the carrier frequency
by A = ¢/ f, where c is the speed of light which is equal to 3 x 10® m/sec. The values for
Strans and S*(d) must be expressed in the same units while Gy and G, are dimensionless
quantities. The miscellaneous losses [ are usually due to transmission line attenuation,
filter losses as well as antenna losses in the communication system. A value of [ = 1
indicates no loss in the system hardware.

The Eq. (2.3) shows that the received power falls off as the square of the T-R separation
distance. It has been proved that for the same antenna dimensions and separation, the
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Figure 2.4: The Two Ray Ground Reflection Model.

higher the frequency f is, the higher is the free space path loss. As the frequency increases,

losses become more burdensome.

2.2.2 Two Ray Ground Reflection Model

A single line—of-sight between two nodes may not always be the only means of propa-
gation. Hence, the Free Space Propagation Model can be inaccurate and the Two Ray
Ground Reflection Model is preferable. This model is based on geometric optics and
considers both the direct line-of-sight path (component E;pgs) and a ground reflection
path (component Ey) between transmitter and receiver, as depicted in Fig. 2.4. Assuming
the Earth to be flat, the received power S/*°(d) at a receiver node in distance d from a
transmitting node n is predicted by:

GG, h?h?
rec __ Qtrans rieg iy
Sn (d) - Sn d4l ’
where S is the transmitted power of node n, [ > 1 is the system loss factor not related

(2.4)

to propagation, (G, is the transmitter antenna gain, G, is the receiver antenna gain, h;,
is the transmitter antenna height and h, is the receiver antenna height. This model has
been found to be reasonably accurate for predicting the large—scale signal strength over
distances of several kilometers, comparing to the Free Space Model which gives better
results for small distances. Although the Eq. (2.4) demonstrates a faster power loss than
Eq. (2.3) as the T-R separation distance increases, the Two Ray Ground Reflection Model
does not perform well for short distances. This is caused by the oscillation due to the
constructive and destructive combination of the two rays. It should also be noted that at
large values of d (d > \/h¢h,), the received power and the path loss become independent
of the frequency.
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2.3 Joint Source and Channel Coding

Regarding the efficient transmission of data through a channel, coding theory has formed
essentially two aspects. The first one is the data compression or source coding that
involves encoding information using fewer bits than the original representation. The
second is the error correction or channel coding, a technique used for controlling errors in
data transmission over unreliable or noisy communication channels.

Shannon’s separation theorem states that source coding and channel coding can be
performed separately and sequentially, while maintaining optimality, if the source coding
rate does not exceed channel capacity. However, this is true only in the case of asymp-
totically long block lengths of data. In many practical applications, the conditions of the
Shannon’s separation theorem neither hold, nor can be used as a good approximation.
The two employed coders do not actually have infinite delay and complexity so that the
the source and channel coding are optimized independently. To make matters worse, this
theorem can be applied only in point-to—point communication so it does not fit the mod-
ern multiuser communications systems with continuously variable channel conditions and
high QoS demands.

As a consequence, considerable interest has developed in various schemes of joint
source-channel coding as it has the ability to cope with varied channel qualities and
to approach the theoretical bounds of transmission rates. In information theory, joint
source—channel coding is the encoding of a redundant information source for transmission
over a noisy channel, and the corresponding decoding, using a single code instead of the
more conventional steps of source coding followed by channel coding.

In our model we employ joint source—channel coding under the assumption that the
two encoders exchange information that they are able to communicate with the physical
layer. Figure 2.5 illustrates the considered DS-CDMA wireless system. The Centralized
Control Unit (CCU) uses a rate—controller that allocates efficiently the source and channel
coding rates and the transmitted powers to the users of the network. It is obviously
necessary that the application layer should communicate with the physical and the data
link layer so that parameters of all layers are tuned conforming to the users’ requirements
(distortion) and the network conditions (bit error rate); the source coding rate must be
chosen aiming at the minimization of the video distortion; the channel coding rate should
offer a good level of protection to the transmitted data; the transmitted power affects
is equally important to the other parameters as it affects the performance of the layers
above the physical layer.

2.3.1 Source Coding — H.264/AVC standard

Video compression is the process of converting digital video into a format that takes up
less capacity when it needs to be stored or transmitted. It is useful because it helps
reduce the consumption of data space or transmission capacity. Because compressed data
must be decompressed to be used, this extra processing imposes computational or other
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Figure 2.5: The cross-layer design of a wireless system that supports joint source and

channel coding.

costs through decompression. For instance, a compression scheme for video may require
expensive hardware for the video to be decompressed fast enough to be viewed as it is
being decompressed, and the option to decompress the video in full before watching it
may be inconvenient or require additional storage.

The design of data compression schemes involve trade-offs among various factors, in-
cluding the degree of compression, the amount of distortion introduced, e.g. when using
lossy data compression, and the computational resources required to compress and uncom-
press the data. Especially for the case the video transmission, a high level of compression
is required with the less possible impact on the offered quality. It is therefore essential
that a compression algorithm causes the least possible distortion to the decoded video for
a certain bit rate that is used for the encoding process.

For the compression of the video sequences used for transmission in the WVSN topolo-
gies tested with our method the H.264/AVC (Advanced Video Coding) standard was
preferred. It is currently one of the most commonly used formats for the recording, com-
pression, and distribution of high definition video. This codec is adopted for an increasing
range of applications including:

(a) High Definition DVDs (HD-DVD and Blu-Ray formats)

(b) High Definition TV Broadcast in Europe

(¢) Apple products including iTunes video downloads, iPod video and MacOS
(d) Mobile TV broadcasting

(e) Internet video

(f) Videoconferencing
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Figure 2.6 shows the encoding and decoding process and highlights the parts that are
covered by the H.264/AVC standard. The encoder performs block motion compensation,
i.e. it processes a frame of video in units of a macroblock (16 x 16 displayed pixels). It
forms a prediction of the macroblock based on previously coded data, either from the
current frame (intra prediction) or from other frames that have already been coded and
transmitted (inter prediction). The encoder subtracts the prediction from the current
macroblock to form a residual.

The H.264/AVC standard also covers two layers in order to achieve a “network—
friendly” video representation addressing “conversational” (video telephony) and “non
conversational” (storage, broadcast, or streaming) applications; the Video Coding Layer
(VCL) which creates a coded representation of the source content and the Network Ab-
straction Layer (NAL) to format the VCL data and provide header information about
how to use the data for video delivering over network [30].

The coded video data are organized into NAL wunits, which are packets that each con-
tains an integer number of bytes [34]. A NAL unit starts with a one-byte header, which
signals the type of the data it contains. The remaining bytes represent payload data.
NAL units are classified into VCL NAL units, which contain coded slices or coded slice
data partitions, and non—VCL NAL units, which contain associated additional informa-
tion. The most important non—VCL NAL units are parameter sets and Supplemental
Enhancement Information (SEI). The sequence and picture parameter sets contain in-
frequently changing information for a video sequence. SEI messages are not required for
decoding the samples of a video sequence. They provide additional information which can
assist the decoding process or related processes like bit stream manipulation or display. A
set of consecutive NAL units with specific properties forms an access unit. The decoding
of an access unit results in exactly one decoded picture. A set of consecutive access units
with certain properties is a coded video sequence; these access units are sequential in the
NAL unit stream and use only one sequence parameter set. A coded video sequence repre-
sents an independently decodable part of a NAL unit bit stream. It always starts with an
instantaneous decoding refresh access unit (IDR), which signals that the IDR access unit
and all the following access units can be decoded without decoding any previous pictures
of the bit stream. An IDR access unit contains an intra picture which is a coded picture
that can be decoded without decoding any previous pictures in the NAL unit stream. A
NAL unit stream may contain one or more coded video sequences.

The VCL of H.264/AVC follows the so—called block-based hybrid video coding ap-
proach. The way pictures are partitioned into smaller coding units follow the traditional
concept of subdivision into macroblocks and slices. Each picture is partitioned into mac-
roblocks and slices that each covers a rectangular picture area of 16 x 16 luma sample
and 8 x 8 samples of the two chroma components, in the case of a video in a 4:2:0 chroma
sampling format. The samples of a macroblock are either specially or temporally pre-
dicted and the resulting prediction residual signal is represented using transform coding.
The macroblocks of a picture are organized in slices, each of which can be parsed inde-
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Figure 2.6: The H.264/AVC encoder and decoder structure.

pendently of other slices in a picture. Depending on the degree of freedom for generating
the prediction signal, H.264/AVC supports three basic slice coding types:

(a) I-slice: intra picture predictive coding using spatial prediction from neighboring
regions,

(b) P-slice: intra picture predictive coding and inter picture predictive coding with one
prediction signal for each predicted region,

(¢) B-slice: intra picture predictive coding, inter picture predictive coding and inter
picture bipredictive coding with two prediction signals that are combined with a
weighted average to form the region prediction.

The prediction methods supported by H.264/AVC are more flexible than those in
previous standards, enabling accurate predictions and hence efficient video compression.
Intra prediction uses 16 x 16 and 4 x 4 block sizes to predict the macroblock from sur-
rounding previously coded pixels within the same frame (Fig. 2.7). Inter prediction uses
a range of block sizes (from 16 x 16 down to 4 x 4) to predict pixels in the current frame
from similar regions in previously coded frames (Fig. 2.8).

For transform coding, H.264/AVC specifies a set of integer transforms of different
block sizes. While for intra macroblocks the transform size is directly coupled to the intra
prediction block size, the luma signal of motion—compensated macroblocks that do not
contain blocks smaller than 8 x 8 can be coded by using either 4 x 4 or 8 x 8 transform.
For the chroma components a two—stage transform, consisting of 4 x 4 transforms and a
Hadamard transform of the resulting DC coefficients is employed. A similar hierarchical
transform is also used for the luma component of macroblocks coded in intra 16 x 16. All
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inverse—transforms are specified by exact integer operations, so that inverse—transform
mismatches are avoided.

In the step of quantization, the output of the transform, a block of transform coeffi-
cients, is quantized, i.e. each coefficient is divided by an integer value. H.264/AVC uses
uniform reconstruction quantizers. Quantization reduces the precision of the transform
coefficients according to a quantization parameter QP which is selected for each mac-
roblock. One of 52 quantization step sizes can be chosen per macroblock. Typically, the
result is a block in which most or all of the coefficients are zero, with a few non—zero
coefficients. Setting QP to a high value means that more coefficients are set to zero,
resulting in high compression at the expense of poor decoded video quality. Setting )P
to a low value means that more non—zero coefficients remain after quantization, resulting
in better quality but lower compression.

The video coding process produces a number of values that must be encoded to form
the compressed stream. These values are the quantized transform coefficients, informa-
tion to enable the decoder to recreate the prediction, information about the structure of
the compressed data and the compression tools used during encoding and information
about the complete video sequence. These values and parameters (syntax elements) are
converted into binary codes using variable length coding and/or arithmetic coding. In
particular, for the entropy coding two lossless compression algorithms are preferred; the
Contezt-adaptive binary arithmetic coding (CABAC) and the Context-adaptive variable-
length coding (CAVLC). While CAVLC uses variable length codes and its adaptivity is
restricted to the coding of transform coefficient levels, CABAC utilizes arithmetic coding
and a more sophisticated mechanism for employing statistical dependencies, which leads
to typical bit rate savings of 10-15 % comparing to CAVLC. Each of these encoding meth-
ods produces an efficient, compact binary representation of the information. The encoded
bit stream can be stored or transmitted after this process.

In the decoding process the video decoder that receives the compressed H.264 bit
stream decodes each of the syntax elements and extracts the necessary information (quan-
tized transform coefficients, prediction information, etc). This information is then used
to reverse the coding process and recreate a sequence of video pictures.

The quantized transform coefficients are re—scaled and each of them is multiplied by
an integer value so that its original scale is restored. An inverse transform combines the
standard basis patterns, weighted by the re-scaled coefficients, to re—create each block of
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residual data. These blocks are combined together to form a residual macroblock. For
each macroblock, the decoder forms a prediction which is added to the decoded residual.
A decoded macroblock is next reconstructed and can be displayed as part of a video frame.

The biggest advantage of the H.264/AVC standard over previous standards is its com-
pression performance. It can deliver better image quality at the same compressed bit rate
or a lower compressed bit rate for the same image quality, comparing to other standards
such as MPEG-2 and MPEG-4 Visual.

2.3.2 Channel Coding — Rate Compatible Punctured Convolutional
Codes

Many communication channels are subject to channel noise, and thus errors may be in-
troduced to the transmitted data during transmission from the source to a receiver. In
information theory and coding theory with applications in computer science and telecom-
munication two techniques that enable reliable delivery of digital data over unreliable
communication channels are employed: the error detection and the error correction. Er-
ror detection techniques allow detecting errors caused by noise or other impairments
during transmission, while error correction enables the detection of errors and the recon-
struction of the original error—free data. The general idea for achieving error detection
and correction is to add some redundancy (i.e. some extra data) to a message, which
receivers can use to check the consistency of the delivered message, and to recover data
determined to be erroneous.

In telecommunications, the error detection is most commonly realized using a suitable
hash function or a checksum algorithm. A hash function adds a fixed-length tag to
a message, which enables receivers to verify the delivered message by recomputing the
tag and comparing it with the one provided. A checksum algorithm is the procedure
that yields the checksum (fixed-size datum computed from an arbitrary block of digital
data) from the data. A good checksum algorithm will yield a different result with high
probability when the data is accidentally corrupted; if the checksums match, the data is
very likely to be free of accidental errors. The error correction may be realized in two
different ways:

(a) Automatic repeat request (ARQ): This is an error control technique whereby an
error detection scheme is combined with requests for retransmission of erroneous
data. Every block of data received is checked using the error detection code used,
and if the check fails, retransmission of the data is requested. This may be done
repeatedly, until the data can be verified.

(b) Forward error correction (FEC): The sender encodes the data using an error-
correcting code (ECC) prior to transmission. The additional information (redun-
dancy) added by the code is used by the receiver to recover the original data. In
general, the reconstructed data is what is deemed the “most likely” original data.
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In addition, there are three main categories of FEC codes. On the one hand, there are
the Block codes that work on fixed-size blocks (packets) of bits or symbols of predetermined
size. Practical block codes can generally be decoded in polynomial time to their block
length. On the other hand, there are the Convolutional codes which work on bit or symbol
streams of arbitrary length. A convolutional code can be turned into a block code, if
desired, by a technique called “tail-biting”. The third category is the Turbo codes. Their
performance is close to the Shannon theoretical limit. The encoder is formed by the
parallel concatenation of two convolutional codes separated by an interleaver or permuter
and the two corresponding decoders decode the received data through an iterative process.

The convolutional codes are used extensively in numerous applications in order to
achieve reliable data transfer. They map information to code bits sequentially by con-
volving a sequence of information bits with “generator” sequences. The encoder has a
certain structure such that the encoding process can be expressed as convolution. Usually
they are defined by three parameters (n, m, k); n is the number of output bits, m is the
number of input bits and k is the number of the registers. The ratio m/n is the code
rate and demonstrates the efficiency of a convolutional code. Also, the constraint length
L = m(k — 1) represents the number of bits in the registers that affect the output of the
n bits.

To convolutionally encode data, £ memory registers, each holding 1 input bit, are
employed. The encoder has n modulo-2 adders and n generator polynomials, one for
each adder. These polynomials decide which bits will be added so that each output bit is
derived. An input bit m1 is fed into the leftmost register. Using the generator polynomials
and the existing values in the remaining registers, the encoder outputs n bits. Now all
register values are shifted bitwise to the right (m1 moves to m0, m0 moves to m — 1) and
the registers wait for the next input bit. If there are no remaining input bits, the encoder
continues output until all registers have returned to the zero state.

Figure 2.9 depicts an encoder with code rate equal to 1/3 and constraint length L
equal to three. Generator polynomials are G1 = (1,1,1), G2 = (0,1,1), and G3 = (1,0,1).
Therefore, output bits are calculated as follows:

nl=ml+m0+m-—1
n2=m0+m-—1
nd=ml+m-—1

Several algorithms exist for decoding convolutional codes. For relatively small values of
k, the Viterb: algorithm is universally used as it provides maximum likelihood performance
and is highly parallelizable. Codes with bigger constraint length are more practically
decoded with any of several sequential decoding algorithms, of which the Fano algorithm is
the best known. Unlike Viterbi decoding, sequential decoding is not maximum likelihood
but its complexity increases slightly with constraint length, allowing the use of strong,
long-constraint-length codes.
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(1.1.1)

Figure 2.9: A convolutional encoder with rate 1/3 and L = 3.

The Viterbi algorithm employed for channel decoding in our model finds the most
likely sequence of hidden states called the Viterbi path. It computes a specific metric, e.g.
the Hamming distance, for each path. The path that has the higher value of that metric
is the path to be chosen. This results in a sequence of observed events. The algorithm
compares the received sequence with all possible transmitted sequences and selects the
path of the trellis that results in a sequence that is similar to the received sequence in
most of the places. This algorithm assumes that the error probabilities are very low and
that the errors are randomly distributed. Considering the convolutional code with (n, m,
k) = (2, 1, 3) of Fig. 2.10 and its corresponding trellis (a state diagram with a vertical
layout) Fig. 2.11, a valid path through the trellis is a-b-d-c-a-b-c-a that was generated by
the input sequence 1100100 and produces the output sequence 11 10 01 01 11 11 10 11.
In case of an invalid path, the decoder tries to apply error correction by determining the
input that most likely generated the invalid output.

For a simpler implementation of the decoding process using the Viterbi algorithm for
rate m/n with two branches arriving at each node instead of 2™ branches, the punctured
convolutional codes were introduced. These codes are based on puncturing, a technique
that makes a m/n rate code from a “basic” code with rate equal to 1/2. The new rate
code is reached by deletion of some bits in the encoder output. Bits are deleted according
to a puncturing matriz. For example, if a code with rate 2/3 has to be derived using the
matrix [ 9] the output of a basic encoder should be taken; every second bit from the first
branch and every bit from the second one are transmitted.

An extension to the puncturing technique is the utilization of the Rate Compatible
Punctured Convolutional codes (RCPC). A low rate 1/N code is punctured periodically
with a period P so that a family of codes with rate P/(P + 1), where [ € [1,(N — 1)P].
A rate compatibility restriction on the puncturing tables ensured that all code bits of
high rate codes (mother codes) are used by the lower rate codes. In other words, a code
with higher rate must be a subset of a code with a lower rate. If these codes are used,
the transmitted signal can be encoded at different rates without increasing the decoder
complexity.
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8+1

Another advantage of the RCPC codes is that the same Viterbi decoder can be used
for all RCPC codes of the same number of registers. Furthermore, the Viterbi upper
bounds can be found for the bit error probability P, that is given by:

1 [o¢]
P, < iz d% caly (2.5)
—UUfree

where P is the period of code, Py is the pairwise error probability in choosing between two
paths of mutual Hamming distance d, dgee is the minimum Hamming distance between
two different coded sequences (free distance of the code) and ¢, is the distance spectra, i.e.
the average number of bit errors resulting from an erroneous choice between two paths
with distance d.

For the RCPC codes used in our model, we set P = 8 and k = 4. A family of codes
with rates i,l =1,2,4,6...24 is derived. The necessary values for ¢; and dg.. are

given by the table shown in Fig. 2.12.

2.4 Direct-Sequence Code Division Multiple Access (DS—-CDMA)

In the present thesis the nodes of the considered WVSNs access the channel by employing
Direct-Sequence Code Division Multiple Access (DS—-CDMA), the most widely used type
of Code Division Multiple Access (CDMA).
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CDMA

First of all, CDMA is a multiplexing technique used with spread spectrum. Spread
spectrum is actually a method by which a signal generated in a particular bandwidth is
deliberately spread in the frequency domain, resulting in a signal with a wider bandwidth.
CDMA employs spread-spectrum technology and a special coding scheme where each
transmitter is assigned a different code sequence. Popular codes are the maximum length
or “pseudo-noise” sequences, the Walsh the Hadamard codes, the Gold codes and the
Kasami codes. In that way multiple access is provided which means multiple users are
allowed to be multiplexed over the same physical channel, so that they all transmit their
signals simultaneously on the same frequency.

Two main approaches exist for the implementation of spread spectrum modulation
in multiple access schemes such as CDMA: the Direct Sequence Spread Spectrum (DSSS)
and the Frequency Hopping Spread Spectrum (FHSS). In CDMA based systems that use
FSSS (FH-CDMA) the data of each user are transmitted over a carrier that switches
rapidly among many frequency channels. The bandwidth spectrum is split in a number of
frequencies so that many users are able to transmit simultaneously. On the contrary, in the
CDMA systems that employ DSSS (DS-CDMA) the data of all users can be transmitted
at the same time over the same bandwidth spectrum. The final transmitted signal of each
user occupies more bandwidth than the information signal that is modulated.

Supposing we have an original signal with a bit data rate D that is transmitted
using CDMA. Each bit is broken into k£ chips according to a pattern which is specific
for each user (user’s code). The resulting channel will have a chip rate equal to kD
chips/sec. For Fig. 2.13 three users A, B, C with codes ¢, = (1,0,0,1), ¢, = (1,1,0,0)
and ¢, = (1,1,0,1) respectively are assumed. Letting k = 4, a decoder that receives a
chip sequence d = (d1,d2,d3,d4) and tries to communicate with a user u that has a code
c = (cl,c2,c3,c4) applies the following decoding process:

Su(d) =dl x ¢l +d2 x 2+ d3 x 3+ d4 x c4. (2.6)

If the user A wants to send a 1 bit, it transmits its code as a chip pattern (1, 0,
0, 1), else it uses the complement of this pattern, (0, 1, 1, 0), in order to transmit a
0 bit. For the respective cases, it is derived from Eq. (2.6) that S4(1,0,0,1) = 2 and
S4(0,1,1,0) = 0. If the decoder computes for S4(d) a value equal to 2 or 0 then a bit
1 or 0 is received. In any other case, either information from the wrong user has been
decoded or a transmission error has occurred.

Generally, there are two basic categories of a CDMA system. It can either be syn-
chronous or asynchronous. Synchronous CDMA exploits orthogonal codes; since each user
has a code orthogonal to others’ codes, they do not cause interference to each other. As
opposed to synchronous CDMA, asynchronous CDMA uses PN codes. These are “pseudo-
random” or “pseudo-noise” (PN) binary sequences that appear randomly, although each
of them can be reproduced in a deterministic manner by intended receivers.

Since the number of PN codes is not fixed, there is no strict limit to the number of
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users that can be supported in an asynchronous CDMA system, only a practical limit
governed by the desired bit error probability, since the SINR, (Signal to Interference and
Noise Ratio) varies inversely with the number of simultaneous users. What is more, with
asynchronous CDMA a certain level of privacy is achieved as a receiver cannot demodulate
the received data without knowledge of the pseudo-random sequence used to encode the
data.

The selection of the codes used to modulate the users’ signal is very important for the
performance of an asynchronous CDMA system. The good separation between the signal
of a desired user and the signals of other users is essential. Unlike synchronous CDMA, the
signals of other users will appear as noise to the signal of interest and interfere slightly
with the desired signal in proportion to number of users. In fact, the sum of a large
number of PN sequences, which are statistically uncorrelated, results in multiple access
interference (MAI) that is approximated by a Gaussian noise process.

Additionally, if the signals of all users are received with the same power, the noise
power of the MAI increases in proportion to the number of users. CDMA performance
is also sensitive to relative received powers of the signals. The offered QoS is affected by
the near-far problem; if signal of one user is too strong, it generates too much interference
to the signals of other nodes. Thus, a transmitted power control scheme is necessary for
maintaining good performance in terms of QoS for all users.

Especially for the case of WVSNs, the transmitted power control is applied so that
the energy consumption is minimized. The goal is not only to prolong the lifespan of the
WVSN but also to suppress as much as possible the interference among the users that
transmit over the same frequency. Nevertheless, in the particular case of WVSNs that
transmit video content, the reduction of the transmitted power of each node should not
lead to the degradation of the video quality.
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Figure 2.14: CDMA in a DSSS BPSK Environment with n users transmitting with n
orthogonal PN codes.

DS-CDMA

The Direct Sequence Code Division Multiple Access (DS—-CDMA) technique is adopted
in this thesis, which applies DSSS and offers high spectrum efficiency. With this method,
each bit of user information is represented by L bits in the transmitted signal, using
a unique spreading code s; of length L. These added bits are pseudonoise (PN) code
symbols called “chips”, each of which has a much shorter duration than an information
bit (chip time). For the transmission of the ith bit of a bit stream a user k transmits
bi(1)sk, namely a vector of L chips where the value by (4) is either 1 or -1 according to the
value of the ith bit.

The deriving chip rate is higher than the original signal bit rate (Fig. 2.15). The ratio
between the user information time and the chip time is the spread factor that indicates
the increase of the bandwidth finally used for the transmission. For instance, using a
spreading code with 5 bits the transmitted signal occupies bandwidth that is 5 times
greater than it would be if a spreading code with 1 bit was used. A receiver can retrieve
the desired signal by multiplying the received signal with the same code as the one used for
the transmission. Assumimg the set—up depicted in Fig. 2.14, consisting of n users with n
different orthogonal PN sequences, the signals from all users along with the background
noise reach the receiver. If it is interested in data from user 1 only (d;(¢)), it multiplies the
received signal with the spreading code of user 1 (¢;(¢)). Eventually, the useless energy of
other users’ signals is spreaded over a large bandwidth whereas the receiver can recover
the signal of user 1 which is concentrated in a smaller bandwidth.

For the modulation of the transmitted data, the Binary Phase Shift Keying (BPSK)
technique was preferred in this work. In this type of phase—shift keying that shifts the
phase of the carrier signal two different phases which represent the two binary digits are
used. These phases are separated by 180° (Fig. 2.16). Let N be the number of users in a
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synchronous single-path BPSK channel, A,,, b,(7), s,, u, the amplitude, symbol stream,
spreading code and noise of user n respectively and r(i), si(i) and u, vectors of length
L. The received signal can be expressed as:

r(i) = Aibi(i)s1 + > Anby(i)sn + . (2.7)

n=2

We consider a multihop WVSN with K source nodes and M relay nodes. As all nodes
communicate with each other using DS-CDMA at the physical layer, each node uses L
chips for a single bit transmission. Thus, a node n is associated with a spreading sequence
of length L. As in [7], the interference from other nodes to the node of interest is modeled
as Additive White Gaussian Noise (AWGN). This means that the noise ng gets added an
not multiplied to the received signal, its spectrum is flat for all frequencies and its values
follow the Gaussian probability distribution function:

—(z —p)?

e 202

where 1 = 0 and 02 = ng/2.
For a WVSN with N = K + M nodes, a node’s received power at a specific distance
from node n is S* = E, R,, in Watts. £, is the energy—per—bit and the total transmission

bit rate for source and channel coding in bits/sec is given by:
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where R, is the source coding rate in bits/sec and the dimensionless number R, , is the

N, (2.9)

channel coding rate. A node that transmits with a lower source coding rate is able to use
more bits for the channel coding. It can transmit with lower power and as a consequence
it causes less interference to other nodes’ transmissions.

We assume that interference exists on each link across the path to the CCU from nodes
that are in the effective transmission range. Letting J be the set of interfering nodes for
each hop h, it is assumed that |[J| < N, where |.| denotes the cardinality of a set. The
energy—per-bit to (MAI) ratio is different in each link, depending on the nodes causing
interference to the considered node n and can be expressed for the h—th hop of a path as

follows:
SI‘EC
E, R,
- n 2.10
Iy + Ny Il gree ’ ( )
> Wt N
=Lj#n

where 1/2 is the two sided noise power spectral density due to MAI, Ny/2 is the two sided
noise power spectral density of background noise in W/Hz, W; is the total bandwidth in
Hz and S;* is the received power of node j € J that causes interference to node n. For a
given received signal power S[°“ at a distance d from a node n, the required transmitted
power S for the node n can be determined by a suitable Radio Propagation Model,
as described in section 2.2.

Given that the transmission bit rate is:
Rchip

= — 2.11
Ry = =, (211)

where the chip rate R, is the same for all nodes of the network, we can obtain different
values for the transmission bit rates of each hop using a different spreading code length
L. A smaller L increases the transmission bit rate but it also decreases the energy per
bit. Thus, the bit error rate is also increased.

2.5 Description of the proposed Resource Allocation method for
multihop DS-CDMA WVSNs

In this section, the considered resource allocation problem is formulated and the process
of estimating the expected distortion needed for the optimization is analyzed.

2.5.1 Problem Formulation

As mentioned in section 1.3, our method aims at allocating optimally the source and
channel coding rates and the received powers among the source nodes of a WVSN and
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simultaneously allocate the necessary channel coding rates and received powers to the relay
nodes of this network. The quality—based optimization actually minimizes a function of
the distortions of the videos transmitted by all of the source nodes of the WVSN, hence
it optimizes the video quality of all users.

We first define the following vectors for the received powers, source and channel coding

rates of source nodes k = 1,2,..., K and relay nodes m =1,2,..., M, respectively:
rec — rec rec rec rec \ T
(a) S - ( S, 1y MSKy)»~R,10 0 R,M) )

(b) Rs = (Rs,la R RS,K)Ta
(C) R. = (Rc,s,l, oy Res gy Reray oo RC,R,M)T-

Under the constraint that imposes the same transmission bit rate R;, j € J, for the
interfering nodes of hop h, for each source node £ the source coding rate R, the channel

coding rate Ry and the received power S§% € [S§"", S¢"*], and for each relay node m

the channel coding rate R.,, and the received power Si, € [SE™, Si**] are determined,
so that a function of the overall end-to—end expected video distortion E{Dg,.;} for each

source node k is minimized, i.e.

(R;k, R:, Srec*) = arg %i%rec f(E{DS+C71}, ceey E{DS+C’K}),

The type of the function f(.) is different for each one of the deployed optimization
criteria that will be presented in the next chapter. The E{Ds ¢ 1},..., E{Dsic ik} values
are obtained by the model described in the following section.

2.5.2 Expected Video Distortion Estimation

As a matter of fact, the expected distortion of a video transmitted by a specific source node
depends on the bit error rates of the links across the path to the final receiver of the video.
In order to calculate the expected distortion as a function of the bit error probabilities
Py after channel decoding, we use Universal Rate— Distortion Characteristics (URDCs),
as in [3]. It should be noted that the errors occurring in the channel are random, thus
the video distortion Ds . of a user k is a random variable. Due to that fact we have
to calculate the value of the expected distortion E{Ds,.;} for various realizations of the
channel.

A video encoded using the H.264/AVC standard can only handle packet errors and not
bit errors. For the purpose of estimating the video distortion with URDCs, we followed
the process described below in order to derive a correlation between the packet loss rate
PLRprp of the Real-Time Transport Protocol (RTP) and a certain bit error rate BER.
The RTP provides a packet format for real-time data transmissions and allows the error
detection in a packet. Let us also define the packet size of the packet of the lowest layer
in bits LL;,., the packet loss rate of the lowest layer PLR;; for a packet of size LLg;,.
and the size of an RTP packet RT P;.,.
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a) Encode video with an H.264/AVC encoder.

(
(b) Estimate PLRrrp = 1 — (1 — PLRpp ) Psize.
(
(

d

)
)
c¢) Drop packets with errors from the encoded stream according to the PLRgrp.
) Decode the corrupted H.264 video stream.

)

(e) Estimate the distortion of the decoded video stream.

After creating a relation between the BER and the distortion of a packet—based video
stream, we define the total bit error probability for a multihop transmission of the video
of a source node k. Assuming that Pby is the bit error probability for hop h and the
source node k, the end—to—end bit error probability across an H-hop path for & is [36]:

Pby=1— ﬁ(1 — Pbyy). (2.12)

h=1

Owing to Eq. (2.12), the expected distortion due to lossy compression and channel errors
can be derived by the model for the URDC of each user k used in [16]:

—Bk
E{Ds-l-c,k} = O lloglo < H ! )] ) (2'13)
1—JI(1— Pbyg)

h=1

where parameters oy and (5 are positive numbers that depend on the motion level of
the transmitted video sequence and the source coding rate. Values of oy for high motion
video sequences are generally greater than those for low motion video sequences. These
parameters are determined using mean square optimization from a few (E{Dsjcx}, Pby)
pairs and the E{Dg,.} values are estimated at the encoder using the Recursive Optimal
Per—pizel Estimate model (ROPE)[38]. The choice of o and S minimizes the square
of the approximation error so that there is no need to calculate the URDCs based on
experimental results for every possible value of P;s. In contrast, we computed the expected
distortion for a small number of packet loss rates associated with specific BERs. Since
the BER needed for the URDCs is the BER after channel decoding and the distortion
caused to the packet—based video stream is related to the BER, we let P, be equal to
BER.

Considering a AWGN channel with BPSK modulation, the pairwise error probability

Pi=Q <\/2dRC LO ano]> , (2.14)

where R, is the channel coding rate and E,, /(ly + Ny) is the energy/bit MAI ratio.

Therefore, as an estimate of the bit error probabilities for the transmitting node n at
the h—th hop (after channel decoding), we can use the Viterbi upper bound for RCPC
codes as follows:

from Eq. (2.5) is given by:
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Pby, — — “erfe (4 [dR., n , 2.1
hn = Z Cd2€I"C<\/ R., {I(H”No]) (2.15)

d=dfree
where P is the period of the used code, dg.e is the free distance of the code and ¢y is the
information error weight. The node n can either be the source node k or a relay node m
that retransmits the video of k. The function ) can be replaced by erfc(.) which is the
complementary error function given by:

o0

erfe(z) = (2 / exp(~)dt) /. (2.16)

z

From Equations (2.12), (2.13) and (2.15) it follows that E{Dg .} of the video of user &
is a function of the source coding rate Ry, the channel coding rate R.gj, the received
power Sg% and the channel coding rate Rc g, and the received power Sg', of each relay
node m that retransmits the video of k across its path to the CCU:

E{Ds+c,k}(Rs,k7 Rc,S,k; Sé?](;a Rc,R,ma Sfi%z) =

—Brk
Qg [log10 ( ! )] : (2.17)
1-— {_I[ (1 — i i cdlerfc <\/dRcyn [ En }))

h=1 P i, 2 Iy + Ny

where n = k for the first hop and n = m, m € [1, M] for the next hops.
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CHAPTER 3

OPTIMAL RESOURCE ALLOCATION
FOR MULTIHOP DS-CDMA WIRELESS
VISUAL SENSOR NETWORKS

3.1 Resource Allocation using the Nash Bargaining Solution (NBS)
3.2 Resource Allocation with Minimization of the Expected Distortion

3.3 Resource Allocation with Minimization of the Weighted Aggregation of the Expected
Distortion (MWAD)

3.4 Particle Swarm Optimization

In this chapter, the employed optimization criteria are presented and formulated.
Moreover, the necessary notions of Game Theory are explained for the better compre-
hension of the criteria that are solved using the Nash Bargaining Solution (NBS). In all
resulting optimization problems, the goal is to minimize the expected end—to—end distor-
tion E{Dgycx} of each node k of the WVSN. In other words, the Peak Signal-to—Noise
Ratio (PSNR) of each user has to be maximized:

2552

PSNRk =10 loglo E'{T

s—I—c,k}‘ (31)

PSNR is the ratio between the maximum possible power of a signal and the power of
corrupting noise that affects the fidelity of its representation. It is a measure of the
quality of a reconstructed signal reconstruction after the compression of the signal using
lossy codecs and its transmission through a lossy channel. If the expected distortion
E{Dg.x} of the transmitted video of a source node k is known, the PSNR in dB for the
video is calculated by Eq. (3.1).
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3.1 Resource Allocation using the Nash Bargaining Solution (NBS)

In game theory, the Nash Bargaining Solution is the solution of a bargaining game, namely
a multiple-player cooperative game used to model bargaining interactions. In the Nash
Bargaining Game two or more players demand a portion of a resource. If the portion
requested by the players is less than that available, both players’ request is satisfied; in
the opposite case neither player gets the requested portion. In such bargaining problems,
it is implied that if a player cooperates with the other players, he will eventually have
a better payoff than he would achieve on its own, independent of a negotiation. John
Nash defined a bargaining problem as a pair (X, £), where X represents the set of feasible
payoff pairs on which two players can agree and £ as a payoff pair in X that reflects the
consequences of a disagreement.

In fact, the Nash Bargaining Solution is a solution concept of a game involving two or
more players, in which each player is assumed to know the strategies of the other players,
and no player has anything to gain by changing only his own strategy unilaterally. If each
player has chosen a strategy and no player can benefit by changing his strategy while
the other players keep theirs unchanged, then the current set of strategy choices and the
corresponding payoffs constitute a Nash equilibrium. Finally, each player achieves an
optimal strategy as response to the strategies of the other players.

In the present thesis, a bargaining game is used for the resource allocation. The nodes
of a DS-CDMA based multihop WVSN interfere with each other, as they all transmit
simultaneously. Each node tries to increase its transmitted power, aiming at a better
quality for its video, but this also can lead to the degradation of the quality of the other
nodes’ videos. It is therefore essential that cooperation should exist among the nodes
through the CCU. In this way, the resources will be allocated so that a good quality,
namely PSNR) is achieved for all nodes. For the arising bargaining problem a measure of
satisfaction of the demands of a source node k in terms of quality is the utility function.
It can be defined similarly as the PSNR of the video of the source node k (Eq. (3.1)):

2552
Uk =10 loglo m

(3.2)
Due to the fact that E{Ds;.x} depends on the source coding rate, the channel coding
rate and the received power of a source node k, the defined utility function depends on
the same parameters, as well. For each source node, the greater the value of Uy is, the
better the quality of its transmitted video becomes.

Furthermore, the feasible set U is the set of all possible vectors (U1,U2,...,Uy) that
represent the feasible payoffs (allocations) of the players (source nodes). It is mandatory
that this set is convex, closed and bounded above and that the free disposal is allowed.
First, letting V be a vector space over the real numbers, a set S in V is said to be conver
if, for all z and y in S and all ¢ in the interval [0,1], the point (1 —¢)z + ty is in S so that
every point on the line segment connecting x and y is in S. Next, a set S is closed if and
only if it contains all of its limit points. If there is an element p in S such that p > ¢ for
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Figure 3.1: Cooperative payoff regions without and with free disposal.

all ¢ in S, then the set S is bounded above.

In a cooperative game, free disposal is the ability of each player to dispose of some
portion of utility. If x is a strategy on which the players can agree and x > y, then they can
achieve y if they agree that each of them will dispose an amount after the implementation
of z. Although the free disposal does not seem reasonable, it should be used mainly for
the reason that in this way no strategies are excluded from the feasible set of the players.
If there are strategies that are never chosen, the optimal choice for the players cannot be
defined. The difference between a game that permits the free disposal and one that does
not permit it is depicted in Fig. 3.1. The cooperative payoff region is the set of payoffs
which can be obtained by the players through cooperative play. It can be derived from
the convex hull of the points that define the players’ strategies. With the free disposal the
cooperative payoff region X must be replaced by the region Y. If all the points y located
to the southwest of a point z in the set X are gathered, the set Y can be obtained [6].

The disagreement point d = (dy,...,dg)" is defined as the vector of the utility func-
tions the players can expect to receive if negotiations break down. The utility of each
player after the cooperation must not be smaller than it would be if the player did not join
the bargaining game. Every player should either have a gain or remain with the same util-
ity he had before the cooperation. Moreover, the elements of the set U that assign to the
players the utilities they would gain if negotiations failed are called the Pareto—efficient
payoff profiles. The bargaining set consists of all the Pareto—efficient payoft profiles.

In cooperative game theory it is assumed that an agreement will be Pareto—efficient.
This means that for the Nash Bargaining Solution there can be no other agreement that
would lead to the increase of a player’s utility (value of utility function) without reducing
the utilities of the other players. An allocation that is not Pareto efficient implies that
a certain change in allocation of utility functions may result in some players being made
“better oft” with no player being made worse off, and thus it can be made more Pareto
efficient through a Pareto improvement. As shown in Fig. 3.2, the points B, C and D
are Pareto efficient. The point A is not Pareto efficient whereas the point X reflects an
allocation that is not feasible.

In the bargaining game used for our resource allocation problem can be written as a
function F(.) of U and d. It belongs to the bargaining set and must satisfy three axioms.
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Figure 3.2: Pareto—efficient and Pareto—inefficient points.

These axioms guarantee that it is invariant to affine transformations, independent from
irrelevant alternatives and Pareto optimal [6]:

(a) F(U,d)>dandy > F(U,d) =y ¢ U.
(b) Given any strictly increasing affine transformation 7(.), F(7(U), 7(d)) = 7(F (U, d)).

(¢) Ifd € Y CU, then F(U,d) €Y = F(Y,d) = F(U,d).

With the first axiom it is guaranteed that the Nash Bargaining solution lies in the bar-
gaining set. The second axiom says that if the utility u is scaled according to an affine
transformation and an outcome is assigned the new utility U = Au + b with A > 0,
the bargaining solution will not be affected. The last axiom is a formalization of the
Independence of Irrelevant Alternatives. A bargaining solution satisfies the Independence
of Irrelevant Alternatives if F/(X,d) = F(Y,d) NY for two sets X and YV with ¥ C X
and F(X,d)NY # (), where d € Y. As depicted in Fig. 3.3, F(X,d) lies in Y and the
elements of X that are not in Y are considered to be irrelevant alternatives. The selection
of a bargaining solution should not depend on the availability (or unavailability) of the
irrelevant solutions. To put things differently, if the bargaining solution of a set belongs
to a subset of this set, then the bargaining solution will not be affected if the subset is
extended. Hence, if the solution chooses F(X,d) for the bargaining problem (X, d), then
F(X,d) should be chosen for the bargaining problem (Y, d) as well.

Based on the Nash Bargaining Solution we define the bargaining game deployed in
our resource allocation scheme as a pair (U, d), where the feasible set U C R¥ is
the set of all possible vectors (U1,U2,...,Uy) resulting from different combinations of
the vectors of the received power from the K source nodes and the M relay nodes
ST = (S§%, ..., S&%, SKS, - -, SES.) T, the source coding rate of the source nodes Ry =
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Criterion Name | Bargaining Power per Source Node

e.NBS e = 1/K
K

w.NBS bpr =ax/Y ;5 =1,2,..., K
j=1

Table 3.1: Bargaining powers for the e.NBS and w.NBS criteria.

(Rsa,...,Rs k)" and the channel coding rate R, = (Reg1, .-, Resi, Reriy - Reroi)
for all nodes, and d € R¥ which is the vector of all the disagreement points, namely
d = (dy,...,dg)". The Nash Bargaining Solution of this multi-player bargaining game
can be found by maximizing the Nash Product:

F(U,d) = argmax(U, — dy)P (Uy — do)P2 ... (U — dg )%, (3.3)

K
subject to the constraints: (Uy —di) > 0 and ) bpy, = 1. The value bpy, is the bargaining
k=1

power of a source node k. In this particular bar_gaining game, the disagreement point d €
U is the minimum acceptable PSNR for each video. It conforms to the QoS requirements
of each application and can be determined by the system designer.

The bargaining power bpy of each node indicates the advantage it has in the bargaining
game. It is assigned in accordance with the rules of the bargaining game and determines
which player is more advantaged. A node with a higher bargaining power is favored by
the rules of the bargaining game compared to a node with a lower bargaining power.
Furthermore, the players can have the same or different bargaining powers that reflect
their impact on the bargaining game. According to the choice of values of the bargaining
powers of the nodes (Table 3.1), we considered two different criteria; the e. NBS criterion
and the w.NBS criterion [15].
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3.1.1 NBS with Equal Bargaining Powers (e.NBS)

The e. NBS criterion assumes that all bargaining powers are assigned the same values. In
our resource allocation problem, if there is no reason to assume that some videos should
have a higher priority in the bargaining game, all of the transmitted videos are treated as
of equal importance. In this case, we set to each source node k£ a bargaining power equal

1
to bpr = T The Nash Bargaining Solution can be found by:
F(U,d) = argmax|(V) — d1)(Uz — o) ... (Ux — di)] ¥, (3.4)

K
under the constraints: (Uy —dy) > 0V k and ) bp, = 1 that are imposed for the general
k=1

case of the bargaining game (Eq. (3.3)).

3.1.2 NBS with Different Bargaining Powers (w.NBS)

The w.NBS criterion assigns to each node a different bargaining power which is motion—
related. The resources are allocated according to the motion level of the transmitted
videos of the source nodes, as it is reflected by parameters oy, that are given by Eq. (2.13)
and depend on the motion level of each video sequence and the source coding rate. The
bargaining power of a source node k can be defined as:

6797

bpp = — j=12,.... K. (3.5)
>
j=1
Then the Nash Bargaining Solution is:
F(U,d) = argmax(U; — dy)?P (Uy — do)P2 .. (U — dg )%, (3.6)

under the same constraints imposed for the general case of the bargaining game (Eq. (3.3)).
A source node with higher motion level has a higher bargaining power, thus it is more
advantaged by the rules of the bargaining game. A high priority in the resource allocation
scheme is assigned to high motion videos as it is more difficult to keep their quality at a
good level in comparison with the low motion videos. Consequently, the content—aware
approach of w.NBS favors the nodes that transmit high motion videos.

3.2 Resource Allocation with Minimization of the Expected Dis-

tortion

Besides the former criteria that are based on the Nash Bargaining Solution, two other
criteria have been proposed that aim at the minimization of the expected distortion.
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3.2.1 Minimization of the Average Distortion (MAD)

The MAD criterion results in an optimization problem that minimizes the average video
distortion of K source nodes of a WVSN by assigning optimally the received powers and
channel coding rates of all nodes along with the source coding rates of the source nodes.
It can be formulated as follows:

Given a total transmission bit rate R; for the interfering source and relay nodes of
each hop, the vectors of optimal received powers S™¢ ", source coding rates R} and chan-
nel coding rates R} are determined so that the overall end-to—end average distortion
Daye(Rs, Re, S™) of all source nodes is minimized:

(R, R:,S™ ™) = arg oo Dave(Rs, R, S™°), (3.7)

R. .
>) and that all the interfering nodes of a spe-

subject to the constraints that R; =

c,j
cific hop have the same transmission bit rate ;. The average distortion is given by:

1
DaVe(R57 R07 Srec) = ? Zf:l E{DS+CJ€}(RS7 R07 Srec)‘
This criterion tries to achieve on average a good quality for all the videos transmitted
in the WVSN and it does not assign priorities to them.

3.2.2 Minimization of the Maximum Distortion (MMD)

The MMD criterion results in an optimization problem that minimizes the maximum video
distortion of K source nodes of a WVSN by assigning optimally the received powers and
channel coding rates of all nodes along with the source coding rates of the source nodes.
It can be formulated as follows:

Given a total transmission bit rate I; for the interfering source and relay nodes of
each hop, the vectors of optimal received powers S™° . source coding rates R} and chan-
nel coding rates R; are determined so that the overall end-to—end maximum distortion
Daye(Rs, Re, S™) of all source nodes is minimized:

(R, R:,S™") = arg . I}%il}rec max E{Dgicr}(Rs, R, S™), (3.8)
s,

subject to the constraints that R; = and that all the interfering nodes of a specific

C’J
hop have the same transmission bit rate R;.
This criterion treats all the videos as if they were of equal importance and manages
to deliver the same levels of quality for all of them.
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3.3 Resource Allocation with Minimization of the Weighted Ag-
gregation of the Expected Distortion (MWAD)

According to the MWAD criterion we form a function that expresses the weighted aggre-
gation of the expected distortion of all source nodes. The objective is to determine the
vectors of the received power 5™, the source coding rate Rs and the channel coding rate
R, for all nodes, so that this function is minimized. To put it formally:

K
(R:, R:, qrec *) = arg RS%Ci%rec ; wkE{DS+C,k}, (3.9)
where the weight for each source node £ is:
O

: (3.10)

Wy =

K
>
j=1

K

given that > w, = 1. The weights can be tuned according to parameters oy, which
k=1

reflect the motion level of each recorded video. Hence, high motion nodes have a higher

priority in the minimization of their distortion, and as a result in the enhancement of the
delivered video quality.

3.4 Particle Swarm Optimization

In our scheme the received and transmitted powers are assumed to take continuous values
within a specified range whereas the source and channel coding rates can only have discrete
values. As the arising multi-variable optimization problems are mixed-integer problems,
a stochastic optimization technique was preferred, called Particle Swarm Optimization
(PSO) [28].

PSO is an efficient and adjustable population—based optimization algorithm that is
easy to implement and can provide globally optimal solutions with low computational
complexity. It was inspired by aggregate behavior of living organisms, e.g., flocks of birds
or schools of fish. This technique actually mimics the behavior of a population, the swarm,
that consists of a number of individuals, the particles. For the PSO, the swarm has a fixed
size and the particles are search agents that wander around in a multidimensional search
space, aiming at minimizing a function and reaching a globally optimal solution. They
are characterized by a position and a velocity and have a dynamic memory so as to store
at each iteration of the algorithm the position that so far minimizes the optimization
function. The best position of a particle is updated as soon as a position with lower
function value is discovered. The particles can also communicate to each other good
positions or other information; by following the currently best particles, the other particles
will continue exploring the search space towards the direction that will most likely lead
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to the global solution. Each particle changes its position and velocity according to other
particles belonging to its neighborhood. The interconnections among the particles of a
neighborhood can be described with a graph where the nodes represent the particles and
form a topology. The information flow within a swarm is greatly affected by the structure
of the neighborhood. A common type of a neighborhood topology is the ring topology
[27].

Next, let S = {x1,z9,...,2y} denote a swarm consisting of N particles, each one
defined as an n—dimensional vector x; € S, 7 = 1,2, ..., N in the search space S and v; and
pi; € S denote the corresponding velocity and best position of the i—th particle. Let also ¢
be the current iteration of the algorithm, x a parameter called the constriction coefficient,
c1 and ¢y two positive acceleration parameters called cognitive and social parameter,
respectively and Ry, Ry two vectors with components uniformly distributed in the range
[0,1]. Assuming that a function f(z) has to be minimized, the basic loop of the PSO
algorithm includes the following steps:

In the iteration ¢ for a particle i:

(a) Find the best known position p,, in the neighborhood of the particle z; that gives
the lowest value of f(z).

(b) Update the velocity of particle i according to the equation:
vit+1) = X[vi(t) + e Ry (pi(t) — 2:()) + c2Ra(py, (t) — xi(t))} (3.11)
(¢) Update the position of particle i as:
(d) Evaluate the corresponding value of the objective function for each particle in iter-
ation t: f(z1(t + 1)), f(we(t + 1)), ..., f(zn(t + 1)).
(e) Update the best known position of the particle if f(x;(t 4+ 1)) < f(pi(t +1)).

(f) Check for convergence; if maximum number of iterations is not reached or the
particles have not converged to an optimum solution, update iteration number as
t =t+ 1 and repeat step 1.

As for the convergence of the algorithm towards solutions in the search space of the
problem, Clerc and Kennedy [9] investigated the stability of PSO and proposed a set of
parameters which lead the algorithm to convergence. These parameters, which control
the acceleration of the swarm and balance its particles’ need for local and global search,
are set to the values x = 0.729 and ¢; = ¢, = 2.05.
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CHAPTER 4

EXPERIMENTAL RESULTS

4.1 Experimental Setting
4.2 Priority—based Resource Allocation in Multihop DS-CDMA Visual Sensor Networks

4.3 Non-prioritized Resource Allocation in Multihop DS-CDMA Visual Sensor Net-
works

In this chapter, the set—up of the experimental evaluation of the proposed method is
described and the experimental results are presented and analyzed.

4.1 Experimental Setting

We tested our resource allocation optimization technique in various multihop DS-CDMA
based WVSN topologies. In order to evaluate the effectiveness of all priority and non-
priority based criteria for different visual sensors’ resource requirements, we applied our
method in several cases with different motion amounts per transmitted video. Also,
various levels of power spectral density of background noise were considered for all of our
test cases.

For the case of priority-based resource allocation, we employed the two weighted
criteria; the w.NBS criterion assigns to each source node a motion-related bargaining
power that indicates the advantage this node has when it joins the bargaining game;
the MWAD criterion minimizes the weighted aggregation of distortions. The criteria
e.NBS, MAD and MMD were used for avoiding giving priority to any source node of the
considered topologies. The source nodes may transmit video with different motion levels,
namely high, medium or low. The notions “low”, “medium” and “high” motion are used
for video sequences of similar motion levels with “Akiyo”, “Salesman” and “Foreman”
QCIF video sequences of 15 fps, respectively. For each video sequence, the oy and S of
Eq. (2.13) were estimated for a specific source coding rate as follows : after being encoded
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CCU: Centralized Control Unit
R: Relay Node
VS: Visual Sensor

70
o \@6}' R2

Figure 4.1: Example of a WVSN topology with two hops.

using H.264/MPEG-4 AVC, we estimated the packet loss rate for RTP with a range of bit
error rate probabilities, i.e. [1078 — 1073]; according to this rate, packets were extracted
randomly from the video sequences. Finally, each video was decoded and its distortion
was computed. 300 iterations of this computation were conducted, thus an average of
distortion was kept for each video. Moreover, the BPSK modulation scheme was used for
all transmissions along with RCPC codes with mother code 1/4 for the channel coding
and packets of 400 bits. In all cases, two different transmission bit rates were tested,
which correspond to the following valid source and channel coding sets:

(a) CS1 e {1:(32kbps,1/3),2: (48kbps, 1/2),3 : (64kbps,2/3)} with R=96kbps
(b) CS2 e {1: (48kbps, 1/3),2: (72kbps, 1/2),3 : (96kbps, 2/3)} with R,=144kbps

Our resource allocation method was applied to the two WVSN topologies depicted in
Figures 4.1 and 4.2. In both of them, the source nodes are organized in clusters, under the
consideration that neighboring visual sensors monitor the same area. Hence, they record
scenes with the same motion level. We tested each topology for cases with different
motion amounts, so as to demonstrate the effectiveness of the criteria for different visual
sensors resource requirements. Aiming at evaluating the performance of our scheme under
several noise levels, different values of Ny of Eq. (2.10) were chosen. Furthermore, the
ranges for the used transmitted powers were given by the Propagation Models described
in section 2.3. For a certain range of transmitted powers of a node and the parameters
of the Propagation Models shown in Table (4.1), the range of the received powers of a
node in distance d from the transmitting node is derived. Using these parameters, the
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Figure 4.2: Example of a WVSN topology with more hops.

cross—over distance dy given by Eq. (2.1) is equal to 113.0973 m. Thus, for the distances
70 and 100 m of the two topologies, the ranges of received powers are derived by the Free
Space Propagation Model. The range, thus the maximum available transmitted power,
for the relay nodes needs to be bigger as they transmit video sequences of more than one
source node.

In our implementation of PSO, the discrete parameters were allowed to take continuous
values for the velocity and position update but they were rounded to the nearest integer
for the evaluation of each particle. The swarm size and the number of iterations depend
on the considered test case. The acceptable values of received powers in the optimization
problems are the ranges which derive from the Propagation Models for each topology and
test case. The parameters x, ¢l and ¢2 were set to the default values 0.729, 2.05 and 2.05
as mentioned in [9] and a ring topology with radius equal to 1 was preferred. For the
criteria e.NBS and w.NBS that employ the Nash Bargaining Solution, the disagreement
point d was to 24, which is the minimum acceptable PSNR.
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Parameters

G, 3 dB
G, 3 dB
hy 3m
h, 3 m

[ 1

f | 315 MHz

Table 4.1: Parameters used by the Free Space and Two Ray Ground Propagation Models

Additionally, 30 independent experiments were conducted for each criterion used in a
specific test case. This was necessary as PSO is a stochastic algorithm. Its performance
has to be evaluated for a number of experiments which result in different solutions that
minimize the used function. It should be pointed out that the power allocation is not
always unique. After a series of experiments it was observed that the level of the power
spectral density of the background noise Ny can determine whether there is or not a
unique solution to the resource allocation problem in question. If Ny equal to 0 or very
close to it, e.g. 0.01 pW/Hz or less, the ratio Fy/(Io + Ny) tends to be equal to Ej/Ij.
In this case, the ratio remains the same if all the received powers are multiplied with the
same constant. Therefore, PSO is actually searching for the optimal power ratio that
minimizes the function. In our results, we have normalized the received and transmitted
powers so that the minimum available power is used from the ranges defined for each test

case.
e WVSN topology 1

In the first topology, 20 nodes are organized in four clusters of the same cardinality
{C1,C2,C3,C4}. As the CCU is out of the transmission range of the source nodes,
four relay nodes {R1, R2, R3, R4} retransmit the received videos of each cluster to the
CCU as shown in Fig. 4.1. Interference exists among the nodes in the clusters as they
transmit their videos to their corresponding relay node. Moreover, the four relay nodes
interfere with each other when they retransmit videos to the CCU. The five nodes of each
cluster transmit video sequences of the same motion level, thus (a,5;) parameters within
a cluster’s nodes are assumed to be equal. Three different set—ups V.= {V1,V2, V3, V4}
for the transmitted videos’ motion levels were tested for the cases of Ny = 0 pW/Hz and
No = 0.1 pW/Hz or Ny = 1 pW/Hz, with transmission bit rates equal to 96 and 144
kbps. For the first set—up, let V- = {high, low, medium, medium}; for the second set—up,
let V- = {high, low, high,low}; for the third set—up, let V = {high, medium, high,low}.
The dimension of the deriving optimization problem is equal to 12, as the received powers
of four relay nodes and four clusters, along with the source and channel coding rates
of the source nodes in clusters, have to be allocated. Thus, each particle consists of
eight constant values, namely the received powers of the nodes and four discrete values
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corresponding to the source and channel coding rates of the source nodes. Preliminary
experiments showed that PSO optimization performs efficiently for all employed criteria
and test cases in this topology using a number of particles equal to 80 and a maximum
number of iterations equal to 500.

For the first topology, when the transmission bit rate is set to 96 kbps, the to-
tal bandwidth W, for all links is 5 MHz. The range of [100,500] mW is used for
the transmitted powers of all source nodes and the range [100,5000] mW for the re-
lay nodes. The corresponding ranges of received powers are respectively [0.22867, 1.1433]
pW and [0.22867,11.433] uW, as derived by the Free Space Propagation Model for dis-
tance d=100 m. For the source nodes in clusters, the valid source and channel coding
set is C'S € {1 : (32kbps, 1/3),2 : (48kbps, 1/2),3 : (64kbps,2/3)}. For the relay nodes
the transmission bit rate is 480 kbps and the source and channel coding rates are set to
(64kbps, 2/3).

When the transmission bit rate is set to 144 kbps, the total bandwidth W; is 2 MHz
for the first hop and 10 MHz for the second hop. The range of [100, 500] mW is used for
the transmitted powers of all source nodes and the range [100,5000] mW for the relay
nodes. The corresponding ranges of received powers are respectively [0.22867,1.1433] pW
and [0.22867,22.866] W, as derived by the Free Space Propagation Model for distance
d=100 m. For the source nodes in clusters, the valid source and channel coding set is
CS € {1 : (48kbps, 1/3),2 : (72kbps, 1/2),3 : (96kbps,2/3)}. For the relay nodes the
transmission bit rate is 720 kbps and the source and channel coding rates are set to
(96kbps, 2/3).

e WVSN topology 2

In the second topology, 15 nodes are organized in three clusters of the same cardinality
{C1,C02,C3}. As the CCU is out of the transmission range of the source nodes in clusters
C1 and C2, two relay nodes {R1, R2} retransmit the received videos of each cluster to
the CCU as shown in Fig. 4.2. Interference exists among the nodes in the clusters as they
transmit their videos to their corresponding relay node. Additionally, the relay nodes
R1 and R2 interfere with the source nodes in clusters C'2 and C'3 respectively. The five
nodes of each cluster transmit video sequences of the same motion level. Two different
set—ups V = {V1,V2 V3} for the transmitted videos’ motion levels were tested for the
cases of Ny = 0 pW/Hz and Ny = 0.1 pW/Hz with transmission bit rates equal to 96
and 144 kbps. For the first set—up, let V. = {low, low, high}; for the second set—up, let
V = {low, high, medium}. For this topology, the dimension of the optimization problem
is equal to eight, as the received powers of two relay nodes and three clusters, along with
the source and channel coding rates of the source nodes in clusters, have to be allocated.
Thus, each particle consists of five constant values, namely the received powers of the
nodes and three discrete values corresponding to the source and channel coding rates of
the source nodes. In this topology a number of particles equal to 100 and a maximum
number of iterations equal to 1000 were used for the PSO.
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For the second topology, when the transmission bit rate is set to 96 kbps, the to-
tal bandwidth W; for all links is 4 MHz. The range of [100,500] mW is used for the
transmitted powers of all source nodes. The range [100,2500] mW is used for the relay
node R1, while the range for the relay node R2 is [100,5000] mW. The correspond-
ing ranges of received powers are respectively [0.46667,2.3333] W, [0.46667,11.667] W
and [0.46667,23.333] uW, as derived by the Free Space Propagation Model for distance
d=70 m. For the source nodes in clusters, the valid source and channel coding set is
CS € {1 : (32kbps,1/3),2 : (48kbps, 1/2),3 : (64kbps,2/3)}. For the relay node R1
the transmission bit rate is 480 kbps and the source and channel coding rates are set to
(64kbps, 2/3); for the relay node R2 the transmission bit rate is 960 kbps and the source
and channel coding rate are set to (64kbps, 2/3).

When the transmission bit rate is set to 144 kbps, the total bandwidth W; is 6 MHz for
all hops. The range of [100, 500] mW is used for the transmitted powers of all source nodes.
The range [100,5000] mW is used for the relay node R1, while the range for the relay
node R2 is [100, 10000] mW. The corresponding ranges of received powers are respectively
[0.46667,2.3333] pW, [0.46667,23.3333] uW and [0.46667,46.6666] nW. For the source
nodes in clusters, the valid source and channel coding set is C'S € {1 : (48kbps, 1/3),2 :
(72kbps, 1/2),3 : (96kbps,2/3)}. For the relay node R1 the transmission bit rate is 720
kbps and the source and channel coding rates are set to (96kbps, 2/3); for the relay node
R2 the transmission bit rate is 1440 kbps and the source and channel coding rates are set
to (96kbps, 2/3).

4.2 Priority—based Resource Allocation in Multihop DS-CDMA

Visual Sensor Networks

Firstly, two priority—based optimization criteria, namely MWAD and w.NBS, were tested
in both of the topologies. These criteria are preferred for a priority aware approach of the
resource allocation. When w.NBS is employed, the high motion nodes join the bargaining
game with a bigger advantage than the others. Thus, they have higher priority when it
comes to the assignment of received power and source and channel coding rates. Likewise,
the use of MWAD favors the high motion users more as indicated by the weights of
Eq. (3.9).

WVSN topology 1:

Tables (4.2) to (4.25) depict the achieved PSNRs, the allocated CS and the received
and transmitted powers for all the cases that employ MWAD and w.NBS. It can be seen
both criteria generally achieve to enhance the PSNRs according to the motion level, i.e.
they offer better quality to nodes that transmit high motion video. Nonetheless, MWAD
treats more fairly the low and medium motion nodes as it offers higher PSNR than w.NBS
can achieve.
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More specifically, when Ny is equal to 0 pW/Hz, if w.NBS is used, the high motion
nodes have a gain of 0.024-2.44 dB in comparison with the case that MWAD is used. The
low and medium motion nodes have a gain of 0.024-2.87 dB when MWAD is employed.
On the contrary, if Ny is equal to 0.1 or 1 pW/Hz the difference of gain between the two
criteria is smaller. The high motion nodes have a gain of 0.04-0.24 dB in comparison with
the case that MWAD is used; the low and medium motion nodes have a gain of 0.04-0.73
dB when MWAD is employed. This criterion achieves higher average PSNR, compared to
w.NBS for both values of Ny. In general, an increase of the transmission bit rate reduces
the average PSNR of both criteria. Also, the differences between the two criteria that
concern the offered PSNRs are less evident when the bit rate is equal to 144 kbps.

Furthermore, observing Tables (4.2), (4.4), (4.6), (4.8), (4.10), (4.12), (4.14), (4.16),
(4.18), (4.20), (4.22) and (4.24), it can be pointed out that when the transmission bit rate
is 96kbps, w.NBS and MWAD choose the source and channel coding rate combination
that offers the highest available source coding rate to the high motion nodes. In fact, the
quality of the video is more affected by the errors due to encoding than the errors due
to channel coding. On the contrary, a higher channel coding rate is preferred for the low
and medium motion nodes. Videos of relatively low motion are less prone to errors, thus
it is easier to achieve good quality for them. Similar values for the source and channel
coding rates are chosen if the transmission bit rate is 144 kpbs and Ny equal to 0 pW /Hz.
For the value 0.1 pW/Hz, higher channel coding rates are preferred for all nodes. Since
the increase of the bit rate and N leads to an increase of the BER at each hop, a bigger
channel coding rate is necessary so that a good level of quality is maintained for the
all nodes. Especially for the high motion nodes, the highest source coding rate is never
chosen due to the background noise presence.

As far as the transmitted power allocation is concerned (Tables (4.3), (4.5), (4.7),
(4.11), (4.13), (4.15), (4.19), (4.21), (4.23) and (4.25)) for both criteria, the transmitted
powers of the relay nodes are in accordance with the motion level of the transmitted video
sequences. Namely, the transmitted powers for the relay nodes of the clusters with high
motion nodes are higher than the transmitted powers of the relays of low and medium
motion clusters. When Ny is 0 pW/Hz, the source nodes have the minimum available
transmitted power, i.e. 100 mW. Moreover, when N is not equal to 0, higher transmitted
powers for all nodes is demanded in order to keep the bit error rate probability per hop
low and maintain high quality. The source nodes use the maximum available transmitted

power, i.e. 500 mW. In any case, it is clear that w.NBS demands lower transmitted power
than MWAD.
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No = 0 pW/Hz

Cluster C1 C2 C3 c4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
32.9295 2

MWAD | 36.7435 3 | 30.4577 1| 32.6942
28,9987  1]29.8229 1] 30.1971 1

w.NBS | 39.183 3

Table 4.2: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, low, medium, medium} and bandwidth 5MHz for all hops.

Ny = 0 pW/Hz
Relay node R1 R2 R3 R4 R1 R2 R3 R4
grec Grec Strans Stmns Strans Strans

Criterion Sree Sree
MWAD 0.86741 | 0.22867 | 0.43951
w.NBS 1.07521 | 0.22867 | 0.37774 | 0.39612 || 469.74 100

0.45318 || 378.95 100 | 192.01 | 197.98
165.03 | 173.05

Table 4.3: Received powers (W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, low, medium, medium} and bandwidth 5MHz for all hops.

No =1 pW/Hz
C1 C2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 33.4342 3 1 29.5509 11 31.6767 2| 31.9092 2
w.NBS | 33.6779 31 28.9038 1] 31.3255 2 131.6311 2

Cluster

Table 4.4: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, low, medium, medium} and bandwidth 5MHz for all hops.

Ny =1pW/Hz

Relay node R1 R2 R3 R4
Criterion Srec Srec S'rec Srec Strans Strans Strans Strans

MWAD 11.433 | 3.8573 || 7.0090 | 7.2238 || 4994.81 | 1685.16 | 3062.07 | 3155.91
w.NBS 11.433 | 3.6973 || 6.6522 | 6.8942 || 4994.81 | 1615.26 || 2906.19 | 3011.92

R1 R2 R3 R4

Table 4.5: Received powers (uW) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, low, medium, medium} and bandwidth 5MHz for all hops.

Ny = 0 pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 35.2866 3 129.6871 11 35.2866 3 129.6871 1
w.NBS |35.4061 3283137 1|354061 3283137 1

Table 4.6: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, low, high,low} and bandwidth 5MHz for all hops.
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Ny = 0 pW/Hz

Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion Grec grec Grec Grec Strans Stmns Stmns Stmns
100 | 345.38 100

MWAD 0.79055 | 0.22867 | 0.79055 | 0.22867 || 345.38
w.NBS 0.82750 | 0.22867 | 0.82750 | 0.22867 || 361.52 100 | 361.52 100

Table 4.7: Received powers (W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, low, high,low} and bandwidth 5MHz for all hops.

No = 1 pW/Hz
Cluster C1 C2 C3 C4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 33.0902 3288655 1|33.0902 3288655 1
w.NBS |33.1402 3281284 1331402 3|28.1284 1

Table 4.8: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, low, high,low} and bandwidth 5MHz for all hops.

No =1 pW/Hz

Relay node | RI1 R2 R3 R4 R1 R2 R3 R4
Criterion S’I’EC STCC S’I’EC STCC St’l’ETLS StT(l’llS StT(l’llS St"'(lTLS
MWAD 11.433 | 3.91538 | 11.433 | 3.91538 || 4994.81 | 1710.54 | 4994.81 | 1710.54
w.NBS 11.433 | 3.83021 | 11.433 | 3.83021 | 4994.81 | 3573.61 | 4994.81 | 3573.61

Table 4.9: Received powers (uW) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, low, high,low} and bandwidth 5MHz for all hops.

No = 0 pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 34.0656 3 |31.0071 2| 34.0656 3| 28.9685 1
w.NBS | 34.5206 3 | 28.7662 11 34.5206 3 | 28.0804 1

Table 4.10: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, medium, high,low} and bandwidth 5MHz for all hops.

Ny = 0 pW/Hz

Relay node R1 R2 R3 R4
ST@C ST@C STCC ST‘CC

R1 R2 R3 R4
Criterion Gtrans Gtrans Gtrans | gtrans

MWAD 0.72486 | 0.40094 | 0.72486 | 0.22867 || 316.68 | 175.17 | 316.68 100
w.NBS 0.77068 | 0.35313 | 0.77068 | 0.22867 || 336.70 | 154.27 | 336.70 100

Table 4.11: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, medium, high,low} and bandwidth 5MHz for all hops.
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No =1pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 32.2853 3 | 28.8654 1] 32.285 3 | 28.1785 1
w.NBS | 32.4046 3| 28.3289 1| 32.4046 3| 27.7056 1

Table 4.12: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate

96kbps, V = {high, medium, high,low} and bandwidth 5MHz for all hops.

No = 1 pW/Hz

Relay node | RI R2 R3 RA Rl R2 R3 RA
Criterion STEC STCC STEC STCC StTuTLS Strans Strans StT(lTLS
MWAD | 11.433 | 6.44848 | 11.433 | 4.15167 | 4994.81 | 2817.19 | 4994.81 | 1813.77
w.NBS | 11.433 | 6.11904 | 11.433 | 4.06674 | 4994.81 | 4256.09 | 4994.81 | 3555.98

Table 4.13: Received powers (4W) and Transmitted powers (mW) for the case with bitrate

96kbps, V = {high, medium, high,low} and bandwidth 5MHz for all hops.

No =0 pW/Hz
Cluster C1 C2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 31.2047 3| 27.3027 2| 28.8549 29.1655 1
w.NBS | 31.2534 3| 27.2768 2| 28.7429 29.0756 1

Table 4.14: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, low, medium, medium} and bandwidth 2MHz and 10MHz for the

first and second hop.

Ny = 0 pW/Hz
Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion STEC STEC ST&C STEC Strans StTaTL.S‘ St'rans St'rans
MWAD 0.47377 | 0.22867 | 0.31802 | 0.32567 || 206.98 100 | 138.94 | 142.28
w.NBS 0.47802 | 0.22867 | 0.31617 | 0.32421 || 208.83 100 | 138.13 | 141.64

Table 4.15: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, low, medium, medium} and bandwidth 2MHz and 10MHz for the

first and second hop.
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No = 0.1 pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 31.1187 2| 27.0062 28.5560 28.8616 1
w.NBS | 31.2271 2| 27.0149 28.4067 28.7192 1

Table 4.16: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, low, medium, medium} and bandwidth 2MHz and 10MHz for the

first and second hop.

No = 0.1 pW/Hz
Relay node | Rl R2 R3 R4 R1 R2 R3 R4
Criterion S’I’EC STCC STEC STCC St’l’ETLS St’l’ETLS StT(l’llS St"'(lTLS
MWAD 22.866 | 11.13061 | 15.33280 | 15.70107 | 9989.62 | 4862.71 | 6698.55 | 6859.43
w.NBS 22.866 | 11.01710 | 15.04517 | 15.41435 | 9989.62 | 4813.12 | 6572.89 | 6734.17

Table 4.17: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, low, medium, medium} and bandwidth 2MHz and 10MHz for the

first and second hop.

No = 0 pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 30.8444 3| 25.7851 2] 30.8444 3 | 25.7851 2
w.NBS | 30.8204 31 26.0112 21 30.8204 3 126.0112 2

Table 4.18: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, low, high,low} and bandwidth 2MHz and 10MHz for the first and

second hop.
No =0 pW/Hz
Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion STCC Srec S’I‘EC S’I‘EC StT(l’llS Strans Strans StT(lTLS
MWAD 0.46950 | 0.22867 | 0.46950 | 0.22866 || 205.12 100 | 205.12 100
w.NBS 0.46600 | 0.22867 | 0.46600 | 0.22867 || 203.59 100 | 203.59 100

Table 4.19: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, low, high,low} and bandwidth 2MHz and 10MHz for the first and

second hop.
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No = 0.1 pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 30.4943 2 | 25.8047 30.4943 2258047 2
w.NBS | 33.1402 21 26.0772 2] 33.1402 2 126.0772 2

Table 4.20: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, low, high,low} and bandwidth 2MHz and 10MHz for the first and

second hop.

No =0.1 pW/Hz

Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion Srec S'rec Srec Srec St'rans Strans Struns Struns
MWAD 22.866 | 11.38761 | 22.866 | 11.38760 || 9989.62 | 4974.98 | 9989.62 | 4974.98
w.NBS 22.866 | 11.49150 | 22.866 | 11.49140 || 9989.62 | 6889.16 | 9989.62 | 6889.16

Table 4.21: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, low, high,low}a and bandwidth 2MHz and 10MHz for the first and

second hop.

Ny = 0 pW/Hz
Cluster C1 C2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS PSNR CS
MWAD | 31.7421 21 29.3133 1] 31.7421 2 27.8243 2
w.NBS | 31.8172 21 28.9909 1] 31.8172 2] 27.526612 2

Table 4.22: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, medium, high,low} and bandwidth 2MHz and 10MHz for the first

and second hop.

No =0 pW/Hz

Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion Srec Srec Srec S'rec Strans Strans Strans St'rans
0.32618 | 0.49598 | 0.22867 || 216.69 | 142.50 | 216.69 100

MWAD 0.49598
w.NBS 0.50446 | 0.32239 | 0.50446

0.22867 || 220.39 | 140.84 | 220.39 100

Table 4.23: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, medium, high,low} and bandwidth 2MHz and 10MHz for the first

and second hop.
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No = 0.1 pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
MWAD | 31.3392 2| 29.1870 11 31.3392 2| 27.6976 2
w.NBS | 31.3952 2| 28.9293 1] 31.3952 2274771 2

Table 4.24: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, medium, high,low} and bandwidth 2MHz and 10MHz for the first
and second hop.

No =0.1 pW/Hz
Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion STEC S’I‘EC Srec Srec St'rans St’l‘(lTLS StTﬂTLS StTﬂTLS
MWAD 22.866 | 15.25769 | 22.866 | 10.74254 || 9989.62 | 6665.73 | 9989.62 | 4693.17
w.NBS 22.866 | 14.91755 | 22.866 | 10.60633 || 9989.62 | 8410.16 | 9989.62 | 7002.87

Table 4.25: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, medium, high,low} and bandwidth 2MHz and 10MHz for the first
and second hop.

WVSN topology 2:

As in the previous topology, w.NBS and MWAD favor the high motion nodes. Both
criteria offer better quality to nodes that transmit high motion video, although MWAD
can also achieve better PSNRs than w.NBS for low and medium motion videos. This
criterion results in higher average PSNR than w.NBS in all cases, too.

Particularly, when N is equal to 0 pW/Hz and w.NBS is used, the high motion nodes
have a gain of 0.061-0.335 dB in comparison with the case that MWAD is used. The low
and medium motion nodes have a gain of 0.027-3.1652 dB when MWAD is employed. On
the contrary, if Ny is equal to 0.1 pW /Hz the difference of gain between the two criteria
is smaller. The high motion nodes have a gain of 0.054-0.3 dB in comparison with the
case that MWAD is used; the low and medium motion nodes have a gain of 0.02-2.93
dB when MWAD is employed. Furthermore, in this topology, the differences between the
two criteria that concern the offered PSNRs are more evident when the bit rate is equal
to 144 kbps.

As for the choices of the source and channel coding rates, they are not affected by the
background noise; the most of them are the same for both Ny = 0 and Ny # 0. Generally,
the higher the motion level of the videos is, the higher source coding rate is preferred.
However, when bit rate increases from 96 to 144 kbps, a lower source coding rate is chosen
for the high motion videos, if V = {low, high, medium} and a higher one for the low and
medium motion videos for V = {low, low, high} and V = {low, high, medium}.

Moreover, it is important to mention that the choice of transmitted powers depends
on the arrangement of the source nodes, i.e. whether the high motion nodes transmit
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via multiple hops to the CCU or not. The level of the background noise affects the
power allocation as well. As an illustration of this remark, we can refer to the case with
V = {low, high, medium}. As shown in Tables (4.31), (4.33), (4.39) and (4.41) , the
transmitted powers allocated to R2 are bigger than those allocated to R1. This can be
explained by the fact that w.NBS and MWAD aim at maintaining a very good quality
for the high motion videos of the source nodes in cluster C'2, which are transmitted via
the relay node R2. Also, the relay node R1 transmits low motion videos which are not
favored by these two criteria. In contrast, when V = {low,low, high}, the relay node
R1 transmits the videos using bigger power than R2, as depicted in Tables (4.27), (4.29),
(4.35) and (4.37). The relay node R1 tries to achieve a good quality for the videos of
cluster C'1 that are transmitted via more hops than the videos of the cluster C'2.

By all means, when Ny # 0, an increase in transmitted powers of both source and
relay nodes is observed in all set—ups tested in this topology. In either case, w.NBS uses
lower average transmitted power comparing to MWAD. As in the first topology, when g
is 0 pW/Hz, the source nodes have the minimum available transmitted power, i.e. 100
mW, but when N is not equal to 0, they use the maximum available transmitted power,
i.e. 500 mW.

No =0 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
MWAD |34.9328 1 |34.9328 1374323 3
w.NBS |33.8502 1 )33.8502 1|37.5271 3

Table 4.26: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {low, low, high} and bandwidth 4MHz for all hops.

No = 0 pW/Hz
Relay node R1 R2 R1 R2
Criterion STCC STCC Strans St'rans
MWAD 0.75200 | 0.46667 | 160.98 100
w.NBS 0.66383 | 0.46667 | 142.11 100

Table 4.27: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {low, low, high} and bandwidth 4MHz for all hops.
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No =0.1 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS

MWAD | 34.8149 1| 34.8149 11371414 3
w.NBS | 33.8178 1] 33.8178 11372262 3

Table 4.28: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {low, low, high} and bandwidth 4MHz for all hops.

Ny = 0.1 pW/Hz
Relay node R1 R2 R1 R2
Criterion grec grec Stmns Stmm
MWAD 5.18048 | 1.69982 || 1108.98 | 363.88
w.NBS 5.18335 | 1.56981 || 1109.60 | 336.05

Table 4.29: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {low, low, high} and bandwidth 4MHz for all hops.

No =0 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS

MWAD | 35.2118 1| 37.9638 3| 37.8328
w.NBS | 34.0044 1| 38.0252 3 1 37.8056

Table 4.30: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {low, high, medium} and bandwidth 4MHz for all hops.

Ny = 0 pW/Hz
Relay node R1 R2 R1 R2
Criterion grec grec | gtrans Gtrans

MWAD 0.46667 | 6.53989 100 | 1399.99
w.NBS 0.46667 | 4.80180 100 | 1027.92

Table 4.31: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {low, high, medium} and bandwidth 4MHz for all hops.

No =0.1 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS

MWAD | 35.0804 1 |37.6632 3| 37.6921 2
w.NBS | 33.9648 1377172 3 |37.6723 2

Table 4.32: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {low, high, medium} and bandwidth 4MHz for all hops.
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No = 0.1 pW/Hz
Relay node R1 R2 R1 R2
Criterion grec grec Stmns Stmm
MWAD 0.87017 | 9.92741 || 186.28 | 2125.16
w.NBS 0.79350 | 9.98489 || 169.86 | 2137.46

Table 4.33: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {low, high, medium} and bandwidth 4MHz for all hops.

Ny =0 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
MWAD | 37.7660 2| 37.7660 2| 40.9630 2
w.NBS | 35.8419 2| 35.8419 2 |41.2947 2

Table 4.34: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {low, low, high} and bandwidth 6MHz for all hops.

No =0 pW/Hz
Relay node R1 R2 R1 R2
Criterion STCC STCC SiTaTL.S‘ St'rans
MWAD 1.02970 | 0.46667 || 220.43 100
w.NBS 0.72913 | 0.46667 | 156.08 100

Table 4.35: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {low, low, high} and bandwidth 6MHz for all hops.

No = 0.1 pW/Hz

Cluster C1 C2 C3
Criterion PSNR CS PSNR CS | PSNR CS
MWAD | 3751120 2| 37.5120 2 | 40.4563 2

w.NBS 35.7520 2 | 35.75120 2 | 40.7473 2

Table 4.36: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {low, low, high} and bandwidth 6MHz for all hops.

No = 0.1 pW/Hz
Relay node R1 R2 R1 R2
Criterion grec Grec Stmm Stmns
MWAD 4.64465 | 2.58805 | 994.28 | 554.02
w.NBS 4.64711 | 2.20355 || 994.81 | 471.71
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Table 4.37: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {low, low, high} and bandwidth 6MHz for all hops.




No =0 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
MWAD | 37.1332 2| 41.5427 3| 39.8589
w.NBS |33.9680 2 |41.8777 3| 38.3350

Table 4.38: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {low, high, medium} and bandwidth 6MHz for all hops.

No = 0 pW/Hz
Relay node R1 R2 R1 R2
Criterion gree grec || gtrans | gtrans

MWAD 0.46667 | 9.30838 100 | 1992.64
w.NBS 0.46667 | 4.27369 100 | 914.87

Table 4.39: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {low, high, medium} and bandwidth 6MHz for all hops.

Ny =0.1 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
MWAD | 36.8245 2|1 40.9769 3| 39.5515
w.NBS | 33.8957 2 |41.2750 3| 38.1315

Table 4.40: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {low, high, medium} and bandwidth 6MHz for all hops.

No = 0.1 pW/Hz
Relay node R1 R2 R1 R2
Criterion Grec Grec Stmns Stmns
MWAD 1.21070 | 9.331070 || 259.17 | 1997.50
w.NBS 0.95809 | 10.15077 || 205.10 | 2172.97

Table 4.41: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {low, high, medium} and bandwidth 6MHz for all hops.

4.3 Non—prioritized Resource Allocation in Multihop DS-CDMA
Visual Sensor Networks

The aforementioned topologies were also tested using three criteria, namely e. NBS, MAD
and MMD, that do not take into account the motion level of the users. Thus, high motion
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nodes do not obtain any priority and consequently all nodes are treated equally. On the
hand, e.NBS and MAD seem to favor the low and medium motion videos. On the other
hand, MMD does not imply a content—-aware approach, thus it achieves similar quality
levels for all videos.

WVSN topology 1:

To begin with, Tables (4.42), (4.44), (4.46), (4.48), (4.50), (4.52), (4.54), (4.56), (4.58),
(4.60), (4.62) and (4.64) clearly show that e.NBS achieves higher PSNR for the low motion
nodes in all cases. However, MAD offers better PSNRs to the high and medium motion
nodes than e.NBS does. As expected, MMD achieves the same quality level for all nodes,
regardless of the level of motion and the background noise. The higher average PSNR
is achieved when e.NBS is used, although the differences between the average PSNRs of
these three criteria reduce when background noise is taken into account.

Using MAD, when N is equal to 0 pW/Hz, the high motion nodes have a gain of
0.13-0.94 dB in comparison with the case that e.NBS is used. At the same time, the
medium motion nodes have a small gain of 0.08-0.2 dB when MAD is employed. The
videos of the low motion nodes have better PSNRs if e.NBS is chosen instead of MAD(gain
0.41-2.69 dB). If Ny is equal to 1 pW/Hz, using MAD the high motion nodes have a gain
of 0.12-0.83 dB. With e.NBS, low motion nodes have gain of 0.39-2.54 dB, whereas the
medium motion nodes have a gain of 0.08-0.11 dB when MAD is employed.

With regard to the choices of source and channel coding rates, we can see that in most
cases they are not affected by the background noise when e.NBS and MAD are used.
However, MMD tends to assign a lower source coding rate to the high motion nodes, in
order to keep the influence of the background noise at a low level. In general, the highest
available source coding rate is preferred for the high motion nodes, except some cases with
No # 0 pW/Hz and transmitted power equal to 144 kbps that the second higher source
coding rate is chosen. Even though the high motion videos are encoded using more bits,
their PSNRs are not better than the PSNRs of the low or medium motion videos.

Concerning the power allocation for the three criteria, the source nodes transmit their
videos with the lowest available power if Ny is equal to 0 pW/Hz, whereas the highest
transmitted powers are used when Ny # 0 pW/Hz, as illustrated in Tables (4.43), (4.45),
(4.47), (4.49), (4.51), (4.53), (4.55), (4.57), (4.59), (4.61), (4.63) and (4.65). In particular,
e.NBS allocates lower powers than MAD and MMD allocate to the relay nodes, if Ny =0
pW/Hz. Conversely, when Ny # 0 pW/Hz, MAD and MMD allocate lower powers to
the relay nodes than e.NBS does. It should also be noted that the transmitted powers
of the relay nodes are allocated with respect to the motion levels of the videos of their
corresponding clusters, when e. NBS, MAD and MMD are used.
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Ny =0 pW/Hz
Cluster C1 C2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e.NBS | 32.5422 3 | 40.5004 3| 33.7773 2 1 33.8292 2
MAD | 332506 3| 37.9803 3339849 2]34.0238 2
MMD 34.1722 3| 34.1722 1| 34.1722 2| 34.1722 2

Table 4.42: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, low, medium, medium} and bandwidth 5MHz for all hops.

Ny =0 pW/Hz
Relay node | RI1 R2 R3 R4 R1 R2 R3 R4
Criterion STCC STCC STCC STCC Strans StT(ZTLS StT(lTLS StT(lTLS
e.NBS 0.33959 | 0.22867 | 0.27305 | 0.27663 || 148.36 100 | 119.29 | 120.86
MAD 0.42386 | 0.22867 | 0.32628 | 0.33002 || 185.18 100 | 142.54 | 144.18
MMD 0.58237 | 0.22867 | 0.42035 | 0.42337 || 254.43 100 | 183.64 | 184.96

Ny = 1 pW/Hz
Cluster c1 2 C3 c4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
eNBS [30.2792 3391806 3|32.8664 2329030 2
MAD | 31.0197 3|36.6365 2 [329555 3329825 2
MMD | 325255 3| 32.5255 325255 3325255 1

Table 4.43: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, low, medium, medium} and bandwidth 5MHz for all hops.

Table 4.44: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, low, medium, medium} and bandwidth 5MHz for all hops.

No =1 pW/Hz

Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion STEC STBC STEC STEC StTaTLS StTaTLS StTaTLS StTaTLS
e.NBS 11.433 | 8.54780 || 10.2229 | 10.3581 || 4994.81 | 3734.33 || 4466.15 | 4525.21
MAD 11.433 | 6.95720 || 6.65220 | 9.70860 || 9.8273 | 3039.45 || 4241.45 | 4293.32
MMD 11.433 | 4.72200 | 8.19590 | 8.28280 || 4994.81 | 2062.94 || 3580.62 | 3618.55
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Table 4.45: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, low, medium, medium} and bandwidth 5MHz for all hops.




Ny =0 pW/Hz
Cluster C1 C2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e.NBS | 32.3489 3 | 40.2768 3| 32.3489 3 | 40.2768 3
MAD | 332883 3283137 3332883 3380134 3
MMD 34.4121 3| 34.4121 1 34.4121 3 | 34.4121 1

Table 4.46: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, low, high,low} and bandwidth 5MHz for all hops.

No = 0 pW/Hz
Relay node | RI1 R2 R3 R4 R1 R2 R3 R4
Criterion STCC STCC STCC STCC Strans StT(ZTLS StT(ZTLS St"'(lTLS
e.NBS 0.33891 | 0.22867 | 0.33892 | 0.22867 || 148.06 100 | 148.06 100
MAD 0.42452 | 0.22867 | 0.42452 | 0.22867 || 185.46 100 | 185.46 100
MMD 0.58526 | 0.22867 | 0.58526 | 0.22867 || 255.69 100 | 255.69 100

Ny = 1 pW/Hz
Cluster c1 2 C3 c4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e NBS |[30.6544 3389495 3|30.6544 3389495 3
MAD | 31.4849 3 |36.6788 2 [31.4849 3|36.6788 2
MMD | 326312 3| 32.6312 32.6312 3326312 1

Table 4.47: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, low, high,low} and bandwidth 5MHz for all hops.

Table 4.48: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, low, high,low} and bandwidth 5MHz for all hops.

Ny = 1 pW/Hz

Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion STEC STCC STEC STCC StTﬂTLS Strans Strans StT(lTLS
e.NBS 11.433 | 8.1799 | 11.433 | 8.1799 | 4994.81 | 3573.61 | 4994.81 | 3573.61
MAD 11.433 | 6.70503 | 11.433 | 6.70503 || 4994.81 | 3573.61 | 4994.81 | 3573.61
MMD 11.433 | 4.70160 | 11.433 | 4.70160 || 4994.81 | 2929.27 | 4994.81 | 2929.27
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Table 4.49: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, low, high,low} and bandwidth 5MHz for all hops.




Ny =0 pW/Hz
Cluster C1 C2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e.NBS | 31.8984 31 33.2362 31.8984 3| 39.7192 3
MAD | 324108 3| 33.3183 32.4108 3| 37.0507 2
MMD 33.1297 3| 33.1297 33.1297 3| 33.1297 1

Table 4.50: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, medium, high,low} and bandwidth 5MHz for all hops.

Ny = 0 pW/Hz
Relay node | Rl R2 R3 R4 R1 R2 R3 R4
Criterion STCC STEC STEC STEC StT(ITLS StT(ITLS StTETLS StTﬂ/ﬂS
e.NBS 0.3379 | 0.2733 | 0.3379 | 0.22867 || 147.65 | 119.40 | 147.65 100
MAD 0.4141 | 0.3225 | 0.4141 | 0.22867 || 180.91 | 154.27 | 140.88 100
MMD 0.5652 | 0.4054 | 0.5652 | 0.22867 || 246.92 | 177.12 | 246.92 100

Table 4.51: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, medium, high,low} and bandwidth 5MHz for all hops.

Ny = 1 pW/Hz
Cluster c1 2 C3 c4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
eNBS [30.2270 3322616 2302270 3382981 3
MAD | 30.8539 3324026 3 [30.8539 3 |347708 1
MMD | 315500 3| 31.5500 3 [315500 3 |31.5500 1

Table 4.52: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {high, medium, high,low} and bandwidth 5MHz for all hops.

Ny = 1 pW/Hz

Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion STEC STEC STEC STGC Strans Strans StT(lTLS St'rans
e.NBS 11.433 | 9.74208 | 11.433 | 8.13956 | 4994.81 | 4256.09 | 4994.81 | 3555.98
MAD 11.433 | 9.37788 | 11.433 | 6.27198 || 4994.81 | 4096.98 | 4994.81 | 2740.08
MMD 11.433 | 8.25026 | 11.433 | 14.92122 | 4994.81 | 3604.35 | 4994.81 | 2149.97
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Table 4.53: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {high, medium, high,low} and 5MHz for all hops.




Ny =0 pW/Hz
Cluster C1 C2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e.NBS 29.1757 3 | 32.6403 21 29.5210 1] 29.6455 1
MAD 29.3051 3 | 32.0405 2] 29.6423 1129.7517 1
MMD 29.8871 31 29.8871 21 29.8871 1]29.8871 1

Table 4.54: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, low, medium, medium} and bandwidth 2MHz and 10MHz for the
first and second hop.

Ny = 0 pW/Hz
Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion Srec Srec Srec S'rec Strans Strans St'rans St'rans

e.NBS 0.33192 | 0.22867 | 0.27287 | 0.27611 || 145.01 100 | 119.21 | 120.63
MAD 0.34362 | 0.22867 | 0.31617 | 0.28564 || 150.12 100 | 123.47 | 124.79
MMD 0.38767 | 0.22867 | 0.31281 | 0.31387 || 169.36 100 | 136.66 | 137.12

Table 4.55: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, low, medium, medium} and bandwidth 2MHz and 10MHz for the
first and second hop.

Ny = 0.1 pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e.NBS 28.7231 2| 32.4143 21 29.3420 1| 29.4606 1
MAD 28.8465 3| 31.8477 2 | 29.4504 1| 29.5564 1
MMD 29.5866 2 | 29.5866 2 | 29.5866 1| 29.5866 1

Table 4.56: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, low, medium, medium} and bandwidth 2MHz and 10MHz for the
first and second hop.

Ny = 0.1 pW/Hz
Relay node | R1 R2 R3 R4 R1 R2 R3 R4
Criterion gree gree grec grec Stmns Stmns Strans Stmns
e.NBS 22.866 | 15.8683 | 18.9274 | 19.1527 | 9989.62 | 6932.51 | 8268.96 | 8367.40
MAD 22.866 | 15.3638 | 18.9239 | 19.1306 | 9989.62 | 6712.09 | 8267.42 | 8357.73
MMD 22.866 | 13.4488 | 18.2432 | 18.3204 | 9989.62 | 5875.49 | 7970.04 | 8003.76

Table 4.57: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, low, medium, medium} and bandwidth 2MHz and 10MHz for the

first and second hop.
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Ny =0 pW/Hz
Cluster C1 C2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e.NBS | 29.0080 3| 32.3730 21 29.0080 3| 32.3730 2
MAD 29.2415 3 | 31.9602 21 29.2415 3 | 31.9602 2
MMD 30.0408 3 | 30.0408 2] 30.0408 3 | 30.0408 2

Table 4.58: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, low, high,low} and bandwidth 2MHz and 10MHz for the first and

second hop.

jVO =0 pW/HZ
Relay node | R1 R2 R3 R4 R1 R2 R3 R4
Criterion Srec Srec Srec Srec Strans St'rans Strans Strans

e.NBS 0.3330 | 0.22867 | 0.3330 | 0.22866 | 145.52 100 | 145.52 100
MAD 0.3436 | 0.22867 | 0.3436 | 0.22867 || 150.13 100 | 150.13 100
MMD 0.3894 | 0.22867 | 0.3894 | 0.22867 || 170.13 100 | 170.13 100

Table 4.59: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, low, high,low} and bandwidth 2MHz and 10MHz for the first and

second hop.

Ny = 0.1 pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e.NBS 28.6154 3| 32.1490 2| 28.6154 3 | 32.1489 2
MAD 28.8237 3| 31.7610 21288237 3|31.7610 2
MMD 29.6512 21 29.6512 21 29.6512 2 1 29.6512 2

Table 4.60: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, low, high,low} and bandwidth 2MHz and 10MHz for the first and

second hop.

Ny = 0.1 pW/Hz
Relay node | R1 R2 R3 R4 R1 R2 R3 R4
Criterion gree grec gree grec Stmns Stmns Stmns Strans
e.NBS 22.866 | 15.7691 | 22.866 | 15.7691 || 9989.62 | 6889.16 | 9989.62 | 6889.16
MAD 22.866 | 15.3255 | 22.866 | 15.3255 || 9989.62 | 6695.37 | 9989.62 | 6695.37
MMD 22.866 | 13.4246 | 22.866 | 13.4246 || 9989.62 | 5864.92 | 9989.62 | 5864.92

Table 4.61: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, low, high,low}a and bandwidth 2MHz and 10MHz for the first and

second hop.
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Ny =0 pW/Hz
Cluster C1 C2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e.NBS | 30.1870 3| 31.1942 11 30.1870 3| 34.7884 2
MAD | 30.3731 3| 313365 1303731 3338264 2
MMD 30.9893 21 30.9893 11 30.9893 21 30.9893 2

Table 4.62: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, medium, high,low} and bandwidth 2MHz and 10MHz for the first

and second hop.

Ny = 0 pW/Hz
Relay node R1 R2 R3 R4 R1 R2 R3 R4
Criterion Srec Srec Srec S'rec Strans Strans Strans St'rans

e.NBS 0.32038 | 0.27468 | 0.32038 | 0.22867 || 139.97 | 120.0 | 139.97 100
MAD 0.34349 | 0.29340 | 0.34349 | 0.22867 || 128.18 | 140.84 | 150.06 100
MMD 0.41440 | 0.32750 | 0.41440 | 0.22867 || 181.06 | 143.09 | 181.06 100

Table 4.63: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, medium, high,low} and bandwidth 2MHz and 10MHz for the first
and second hop.

Ny = 0.1 pW/Hz
Cluster C1 Cc2 C3 Cc4
Criterion | PSNR CS| PSNR CS| PSNR CS| PSNR CS
e.NBS 29.9211 2 | 30.8542 1] 29.9211 2 | 34.3665 2
MAD 30.1312 2 | 30.9402 11 30.1312 2 | 33.4155 2
MMD 30.7002 2 | 30.7002 1| 30.7002 2 | 30.7002 2

Table 4.64: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {high, medium, high,low} and bandwidth 2MHz and 10MHz for the first

and second hop.

Ny = 0.1 pW/Hz
Relay node | R1 R2 R3 R4 R1 R2 R3 R4
Criterion gree grec gree grec Stmns Stmns Stmns Strans
e.NBS 22.866 | 19.2506 | 22.866 | 16.023 || 9989.62 | 8410.16 | 9989.62 | 7002.87
MAD 22.866 | 19.0875 | 22.866 | 14.986 | 9989.62 | 8338.89 | 9989.62 | 6547.04
MMD 22.866 | 17.9557 | 22.866 | 12.6516 || 9989.62 | 7844.45 | 9989.62 | 5527.22

Table 4.65: Received powers (¢W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {high, medium, high,low} and bandwidth 2MHz and 10MHz for the first

and second hop.
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WYVSN topology 2:

Firstly, we can see from Tables (4.66), (4.68), (4.70), (4.72), (4.74), (4.76) (4.78) and
(4.80) that in this topology e.NBS achieves higher PSNR for the low motion nodes in all
cases. However, MAD offers better PSNRs to the high and medium motion nodes. The
MMD critetion offers the same PSNRs to all of the nodes.

Regarding the high motion nodes, they have a gain of 0.4-2.23 dB when N, is equal
to 0 pW/Hz, if MAD is employed. The low motion nodes have a gain of 1.34-5.29 dB
when e.NBS is used. On the other hand, medium motion nodes are not always favored by
e.NBS, as they have a loss of 0.85 dB when the bit rate is equal to 144 kbps and a small
gain of 0.2 dB when the bit rate is 96 kbps. Moreover, if Ny is equal to 0.1 pW/Hz the
high motion nodes have a gain of 0.34-2.13 dB with MAD; the low motion nodes have a
gain of 1.28-5.17 dB when e.NBS is employed. As in the case with Ny = 0, with e.NBS
the medium motion nodes have a loss of 0.8 dB when the bit rate is equal to 144 kbps
and a gain of 0.2 dB when the bit rate is 96 kbps. The e.NBS criterion achieves higher
average PSNR compared to MAD for both values of V.

Furthermore, the choices of source and channel coding rates are not affected by the
background noise. In general, for all three criteria, if the bit rate is 96 kbps, the higher
possible source coding rates are preferred. In the case that the bit rate is equal to 144
kbps, the higher the motion level is, the lower channel coding rate is chosen.

The power allocation for these criteria is quite similar to that of w.NBS and MWAD,
as can be seen in Tables (4.67), (4.69), (4.71), (4.73), (4.75), (4.77), (4.79) and (4.81). For
the case with V. = {low, high, medium}, all criteria allocate higher transmitted power
to the relay node R2 comparing to that allocated to R;. If No = 0 pW/Hz, MMD
allocates higher transmitted power to Ry than the other criteria. For Ny = 0.1 pW/Hz,
e.NBS is the criterion that allocates higher transmitted power to Ry. Nevertheless, when
V = {low, low, high}, the relay node R1 transmits the videos using higher power than R2
only if MMD is used. The opposite happens with e. NBS and MAD that allocate higher
transmitted power to the relay node Ry. This is necessary, as the transmitted of the
low motion videos by R, interfere with the transmitted of the high motion videos of the
cluster C'3. As in previous test cases, when Ny # 0, an increase in transmitted powers of
both source and relay nodes is observed using all set—ups. Last, when Ny is 0 pW /Hz,
the source nodes have the minimum available transmitted power, i.e. 100 mW, but when
Ny is not equal to 0, they use the maximum available transmitted power, i.e. 500 mW.
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Ny =0 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
e.NBS | 49.8116 3 149.0224 2133.8598 3
MAD 44.5212 3| 44.5212 3 | 36.0861 3
MMD 37.2351 2 | 37.2351 2| 37.2351 3

Table 4.66: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {low, low, high} and bandwidth 4MHz for all hops.

Ny = 0 pW/Hz
Relay node R1 R2 R1 R2
Criterion STBC STEC StTaTLS Strans
e.NBS 0.46667 | 0.85864 100 | 183.81
MAD 0.46667 | 0.57568 100 | 123.23
MMD 1.01041 | 0.46667 || 216.30 100

Table 4.67: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {low, low, high} and bandwidth 4MHz for all hops.

Ny =0.1 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
e.NBS | 49.5739 3 | 48.8019 2133.6992 3
MAD 44.4041 3 | 44.4035 31358308 3
MMD 36.9584 2| 36.9584 21369584 3

Table 4.68: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {low, low, high} and bandwidth 4MHz for all hops.

Ny = 0.1 pW/Hz
Relay node R1 R2 R1 R2
Criterion STCC STGC Strans StT(lTLS
e.NBS 4.69249 | 3.93497 || 1004.52 | 1842.08
MAD 3.78696 | 0.57568 || 810.67 | 842.36
MMD 4.45129 | 1.98610 952.89 | 425.16

Table 4.69: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {low, low, high} and bandwidth 4MHz for all hops.
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Ny =0 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
e.NBS | 48.8810 3 136.0427 3| 38.6263
MAD 45.3237 3| 36.9588 3| 38.4188
MMD 37.8481 3| 37.8481 3| 37.8481 2

Table 4.70: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {low, high, medium} and bandwidth 4MHz for all hops.

Ny = 0 pW/Hz
Relay node R1 R2 R1 R2
Criterion STBC STEC Strans Strans
e.NBS 0.46667 | 0.94709 100 | 202.74
MAD 0.46667 | 4.14622 100 | 887.58
MMD 0.46667 | 5.02894 100 | 1076.54

Table 4.71: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {low, high, medium} and bandwidth 4MHz for all hops.

Ny =0.1 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
e.NBS | 48.7015 3 135.8090 3| 38.4489 2
MAD 45.1654 3| 36.6940 3| 38.2606 2
MMD 37.5721 2 | 37.5721 3| 37.5721 2

Table 4.72: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
96kbps, V = {low, high, medium} and bandwidth 4MHz for all hops.

Ny = 0.1 pW/Hz
Relay node R1 R2 R1 R2
Criterion STCC STCC Strans StT(lTLS
e.NBS 3.85771 | 7.83469 || 825.82 | 1677.17
MAD 2.18458 | 8.33628 || 467.65 | 1784.54
MMD 1.03536 | 10.27815 || 221.64 | 2200.24

Table 4.73: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
96kbps, V = {low, high, medium} and bandwidth 4MHz for all hops.
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Ny =0 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
e.NBS | 47.1708 3 | 46.3362 3| 37.6186
MAD 45.0178 3|44.9916 3| 38.7605
MMD 40.3839 31403839 3| 40.3839 2

Table 4.74: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {low, low, high} and bandwidth 6MHz for all hops.

Ny =0 pW/Hz
Relay node R1 R2 R1 R2
Criterion STCC STCC St'rans St'rans
e.NBS 0.46667 | 0.86196 100 | 184.52
MAD 0.46667 | 0.70220 100 | 150.32
MMD 0.46667 | 0.47191 100 | 101.02

Table 4.75: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {low, low, high} and bandwidth 6MHz for all hops.

Ny =0.1 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
e.NBS | 46.8543 31459618 3| 37.2431 2
MAD 44.7132 3 |44.6792 3 | 38.3526 2
MMD 39.9336 3139.9336 3| 39.9336 2

Table 4.76: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {low, low, high} and bandwidth 6MHz for all hops.

Ny = 0.1 pW/Hz
Relay node R1 R2 R1 R2
Criterion STBC STBC StTaTLS StTaTLS
e.NBS 4.10713 | 7.68114 || 879.21 | 1644.30
MAD 3.80667 | 5.73647 || 814.89 | 1228.00
MMD 3.54137 | 3.30848 || 758.10 | 708.25

Table 4.77: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {low, low, high} and bandwidth 6MHz for all hops.
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Ny =0 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
e.NBS | 48.5202 3 139.3198 2 | 39.8910
MAD 45.9069 3139.7126 3| 40.7435
MMD 40.5804 3| 40.5804 3| 40.5804 2

Table 4.78: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {low, high, medium} and bandwidth 6MHz for all hops.

Ny =0 pW/Hz
Relay node R1 R2 R1 R2
Criterion STCC STCC St'rans St'rans
e.NBS 0.46667 | 1.08464 100 | 232.19
MAD 0.46667 | 1.11487 100 | 238.66
MMD 0.46667 | 2.20755 100 | 472.57

Table 4.79: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {low, high, medium} and bandwidth 6MHz for all hops.

Ny =0.1 pW/Hz
Cluster C1 C2 C3
Criterion | PSNR CS| PSNR CS| PSNR CS
e.NBS | 48.0926 3| 38.9132 2| 39.5777 2
MAD 45.5455 3139.2533 3| 40.3832 2
MMD 40.1784 3| 40.1784 3| 40.1784 2

Table 4.80: PSNR(dB) and Source and Channel Coding Rates for the case with bitrate
144kbps, V = {low, high, medium} and bandwidth 6MHz for all hops.

Ny = 0.1 pW/Hz
Relay node R1 R2 R1 R2
Criterion STBC STBC StTaTLS StTaTLS
e.NBS 4.61059 | 9.27758 || 986.99 | 1986.05
MAD 3.20353 | 7.69318 || 685.78 | 1646.88
MMD 1.69310 | 8.08470 || 362.44 | 1730.69

Table 4.81: Received powers (4W) and Transmitted powers (mW) for the case with bitrate
144kbps, V = {low, high, medium} and bandwidth 6MHz for all hops.
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

5.1 Conclusions

5.2 Future Work

5.1 Conclusions

In the present thesis, we proposed a method for the optimal allocation of the resources of
a Wireless Visual Sensor Network. The overall goal was to allocate the available source
coding rates, channel coding rates and transmitted powers among the nodes of the WVSN
in a way that the quality of the transmitted videos is maximized.

In particular, we applied our method in a multihop DS-CDMA based WVSN. The
WVSN nodes can either monitor different scenes (source nodes) or retransmit videos of
other sensors (relay nodes). A node’s transmissions cause interference to other trans-
mitting nodes within its transmission range, leading to degradation of the quality of the
received videos. Moreover, the nodes may record scenes with different amounts of motion,
so their resource requirements are different. Due to all these factors, resources (transmit-
ted power, source coding rate, channel coding rate) have to be optimally allocated using
a quality—aware joint strategy, in order to maintain the end—to—end distortion at a low
level for all nodes.

In order to tackle the aforementioned problems, we proposed a cross—layer resource
allocation scheme that can be used with five optimization criteria. Two of the criteria
we tested, i.e. w.NBS and MWAD, are priority—based and allocate the resources with
respect to the motion level of the recorded video scenes. The first (w.NBS) maximizes
the distortion-related Nash Product by using motion—based bargaining powers, while the
second (MWAD) minimizes the weighted aggregation of the expected end-to—end video
distortions by using motion—based weights. Three other criteria that are not taking into
account the motion levels of the videos were also tested. The e.NBS criterion uses the
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Nash Bargaining Solution with equal bargaining powers. The MAD criterion aims at
minimizing the average distortion of the videos transmitted through the network, while
the MMD criterion minimizes the maximum distortion so as to achieve an overall good
quality for the videos.

The conducted experiments have illustrated that both priority—based criteria achieve
their goal even in the case that the background noise is considered, resulting in higher
video quality (in terms of PSNR) for the source nodes that view scenes of high motion
compared to e. NBS, MAD and MMD. However, MWAD achieves higher average PSNR,
whereas w.NBS demands lower transmission power. Thus, for the purpose of enhancing
the delivered video quality of the source nodes with respect to their content and its
importance, we suggest the use of priority—based optimization criteria. The weights used
in MWAD and the bargaining powers of w.NBS can be changed in order to demonstrate
different levels of priorities.

Otherwise, e.NBS, MAD or MMD should be employed. MAD and e.NBS generally
favor low motion videos, as they offer better quality to these videos comparing to high
motion videos. Nevertheless, MAD is more fair to high motion videos as it keeps their
quality at a better level than e. NBS does. If the same quality is needed for all of the videos,
MMD is the criterion that should be preferred. In conclusion, the appropriate optimization
criterion should be chosen by the system designer according to the requirements of each
application.

5.2 Future Work

Undoubtedly, three fundamental constraints shape the WVSN design, namely the power
supply, the need for delivery of multimedia content with a certain level of QoS and the
lossy and transient behavior of wireless communication. Under this consideration, there
are many directions for future work.

One interesting direction can be the perpetual adaptation of the allocation of the
powers and the rates to the dynamically changing source and network condition. Instead
of relying on stable allocations, our resource allocation technique could be modified in
order to consider both the dynamic source characteristics and the network conditions.
This feature is desirable for real-time multiuser multimedia applications. Another useful
extension to our method can be the use of a TDMA-like network; in this case, the video
streams should share in an efficient way the transmission time over the links so that the
video quality received by the CCU is maximized.

Further improvement of the quality of the videos that are transmitted over WVSNs can
be achieved by employing scalable video coding, as the one provided by the H.246/MPEG-
4 SVC standard. The objective of the SVC standardization has been to enable the en-
coding of a high-quality video bitstream that contains one or more subset bitstreams that
can themselves be decoded with a complexity and reconstruction quality similar to that
achieved using the existing H.264/MPEG-4 AVC design with the same quantity of data
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as in the subset bitstream. The subset bitstream is derived by dropping packets from the
larger bitstream and can have several modalities:

(a) Temporal (frame rate) scalability: the motion compensation dependencies are struc-
tured so that complete pictures (i.e. their associated packets) can be dropped from
the bitstream.

(b) Spatial (picture size) scalability: video is coded at multiple spatial resolutions. The
data and decoded samples of lower resolutions can be used to predict data or samples
of higher resolutions in order to reduce the bit rate to code the higher resolutions.

(¢) SNR/Quality/Fidelity scalability: video is coded at a single spatial resolution but
at different qualities. The data and decoded samples of lower qualities can be used
to predict data or samples of higher qualities in order to reduce the bit rate to code
the higher qualities.

Our method could be extended so as to use scalable videos, consisting of different
layers that have different priority and resource requirements. Therefore, a different video
rate-distortion model should be used in order to estimate both the encoding distortion
and the distortion due to errors of transmission through a lossy channel for each layer of
the transmitted video. Last, instead of PSNR, a more objective metric for quality can
be chosen. Specifically, we could use the structural similarity (SSIM) index which is a
well-known quality measurement metric that has been proved to be more consistent with
human eye perception.
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