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«Machine Learning Methods based on Unimodality
Testing»

Enttapelng E§etaotikr Emtponn):

Aploteibng AUKag, Kabnyntg tou TupAuoato¢ Mnxavikwv H/Y &
MAnpodopikn¢ tou Navemotnuiov lwavvivwy

Kwvotavtivo¢ MnAékag, KaBnyntng tou Tunuatog Mnxavikwv H/Y &
MAnpodopikn ¢ tou Navemotnuiov lwavvivwv

Xpotdédpopog Nikou, Kabnyntig tou Tunuatog Mnxavikwv H/Y &
MAnpodopikng tou Mavenotnuiov lwavvivwy

Fewpywog Ztapou, Kabnyntig tng ZxoAng HAektpoAdywv Mnyxavikwv &
Mnxavikwv YrtoAoylotwv tou EBvikou Metooflou MoAutexveiou

Fpnyodpo¢ Tooupakag, Kobnyntg tou Tunuatog MNAnpodoplkng Tou
AplototeAeiou Mavemotnuiov OecoaAovikng

Kwvotavtivog BAdaxog, Entikoupog KaBnyntrig tou Tuiuatog Mnxavikwv H/Y
& MAnpodopikn¢ tou Navemniotnuiov lwavvivwv

lwavvng MNavAdnoulog, Enikoupog KaBnyntng tou Tunpatog NAnpodoptkig
Tou OwkovoukoU MNavemniotnuiov ABnvwv

NepiAnyn:

Recognizing unimodal data distributions is of great significance in statistics,
machine learning and data science. The characteristic property of a unimodal
distribution is that data values are gathered around a single value (peak), which is
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the mode of the distribution. Due to this property, data can be characterized as
homogeneous, forming a single and coherent group. Unimodality tests have been
proposed to decide on the unimodality of a set of data values, thus providing
useful knowledge about the structure of the data. This thesis concerns the
development and implementation of machine learning methods based on the
notion of unimodality.

At first a new unimodality test is proposed called Unimodal Uniform test (UU-
test) to decide if a univariate dataset has been generated by a unimodal
distribution or not. The method utilizes the empirical distribution function (ecdf)
and attempts to obtain a unimodal piecewise linear approximation of the ecdf
under the constraint that the data corresponding to each linear segment follow
the uniform distribution. Compared to other unimodality tests, it also produces a
generative model of the unimodal data in the form of a mixture of uniform
distributions (UMM). Thus, it can be used for statistical modeling of data
generated by unimodal distributions with arbitrary shape. Moreover, UMM
performance is improved by substituting the uniform distribution with a more
flexible and differential one, called M-sigmoid. A mixture model of M-sigmoids,
called UMsMM, is trained using a mechanism that maintains unimodality.

The problem of modeling univariate multimodal data is also addressed in this
thesis, with two main contributions. At first, properties of critical points of the
data ecdf are introduced that provide indications on the existence of density
valleys. Using these properties, the UniSplit algorithm is proposed that detects
valley points and partitions the dataset into unimodal subsets, automatically
estimating their number. Next, a statistical model is proposed, called Unimodal
Mixture Model (UDMM), which models each unimodal subset with a UMM. A key
strength of UDMM is its flexibility and independence from specific parametric
assumptions, making it well-suited for datasets generated by sources of different
probability density (e.g., one Gaussian and one uniform). Another important
property is that the number of components is automatically estimated, therefore,
a major issue in mixture modeling is addressed.

Finally, an unsupervised method is proposed for clustering multidimensional data
using decision trees. The concept of axis unimodal cluster is introduced, which is
a cluster where all features are unimodal as decided by a unimodality test. A
method is presented that constructs binary decision trees, providing axis-aligned
partitions of the data and offering interpretable clustering solutions. Two criteria
are proposed to identify the best split pair (feature and threshold) at each node,
aiming to improve the unimodality of the partition after each split. Compared to
other unsupervised decision tree methods, this approach has several advantages:
it is simple, avoids preprocessing steps and does not employ computationally
expensive optimization methods or difficult to tune hyperparameters, such as
number of clusters or maximum tree depth.



