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Abstract. The possibility of accessing and/or receiving local or remote data anywhere and at anytime constitutes an important advantage
in many business environments. However, when working with mobile devices, users face many problems, such as: (1) devise exposure
problems – mobile devices are more vulnerable and fragile than stationary devices, because they can be easily stolen, lost or damaged,
(2) media problems – wireless communications are often unstable, asymmetric and expensive, and (3) availability problems – mobile
devices stay disconnected for long periods of time. To alleviate these problems, we present a service, Data Lockers, which offers to its users
first, the possibility of keeping their data in a secure and safe space in a proxy, thus alleviating the device exposure problem. Next, data stored
in a data locker are available even when the mobile device is disconnected, thus providing a solution to the availability problem. Finally,
specific tasks are carried out at the fixed network on behalf of the mobile user, in this way relieving the media problem. The architecture of
the Locker Rental Service is based on mobile agents. These agents, and the locker, stay always close to the location of the user, traveling
to meet the user wherever the user moves, therefore, allowing users to use anywhere-anytime, ubiquitous persistent storage space located at
the fixed network.
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1. Introduction

The sheer rapidity of the spread of both wireless and In-
ternet technologies are favoring a new telecommunication
revolution. In the near future, the general-purpose devices
of today will be complemented with new easy-to-use, low-
maintenance, portable, ubiquitous, and ultra reliable task-
specific devices [4]. Even if future devices may not be as
resource-limited, they will still be constrained in terms of
size, power consumption, and intermittent connectivity. To
confront such constraints, it is desirable to define a frame-
work for mobile computing where services can be accessed,
or tasks can be accomplished, ubiquitously and without the
need of the direct intervention of the user. To this end,
we are developing the ANTARCTICA1 System [7] that pro-
vides a set of data services that enhance the capabilities of
Mobile Units (MU) and offers new possibilities to mobile
users. The architecture of ANTARCTICA is based on the
Client/Intercept/Server model [18,19] that incorporates mod-
ules and agents both at the mobile devices and at intermedi-
ary elements, or proxies, situated at the fixed network. Each
proxy is called a Gateway Support Node 2 (GSN).

1 ANTARCTICA: Autonomous ageNT bAsed aRChitecture for cusTomized
mobIle Computing Assistance.

2 The Gateway Support Node name is borrowed from the General Packet
Radio Service (GPRS). We take GSM and GPRS as cellular network model
for our work.

The goal of this paper is to describe the design and imple-
mentation of a service central to ANTARCTICA: the Locker
Rental Service. This service incorporates mechanisms that al-
low mobile users to rent storage space, called lockers, at the
GSN. The service provides a variety of types of lockers so
users can choose the one that better fits their needs and pref-
erences. The Locker Rental Service offers several advantages
to the users of mobile units:

1. Storage space. A mobile client can deposit in the locker all
required data and results obtained for it. The locker con-
stitutes an ubiquitous and persistent storage space kept al-
ways close to the user, available at anytime and from any-
where.

2. Data protection. The data stored in the locker are pro-
tected against unauthorized accesses and modifications as
well as any unexpected failures. This characteristic makes
the locker an appealing option for maintaining a secure
backup copy of some files of the MU, such as configu-
ration files or files containing sensitive information, that
need to be protected against losses.

3. Higher presence at a lower cost. An agent manages au-
tonomously the locker contracted by the mobile client, so
the user can stay disconnected for longer periods of time.
The agent can retrieve and manipulate data stored in the
locker or store new data in it.

4. Wireless communications optimizations. The space in the
locker can be used to store data until it is possible or de-
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Figure 1. (a) GSN owned by a cellular phone company. (b) GSN owned by a particular company.

sirable to send them to the MU. Before sending data to
the MU, the data can be preprocessed, filtered or adapted
to the needs, preferences and characteristics of the mobile
unit and its user.

5. Flexibility and adaptability. The implementation of the
Locker Rental Service using mobile agents provides for the
dynamic adjustment of the space allocated to each locker.
It also provides for the easy adaptation of the locker, by
facilitating the dynamic creation of lockers tailored to the
users needs. Furthermore, it physically supports mobility
of the locker to follow the movements of the MUs.

The rest of this paper is structured as follows. First, we
introduce the Locker Rental Service framework and the dif-
ferent types of lockers. In section 3, we elaborate on the dif-
ferent agents involved in the Locker Rental Service, while in
section 4, we present some advanced features of the service.
In section 5, we study the mobility of the lockers. In section 6,
we report on our implementation and present performance re-
sults. Finally, we compare our system with related works and
offer our conclusions and plans for future work.

2. The Locker Rental Service framework

The Locker Rental Service is offered within the ANTARC-
TICA system. The architecture of ANTARCTICA is based on
two pillars: the software agents technology3 and the Client-
Intercept-Server (CIS) model. At the fixed network, GSNs (or
proxies) act as intermediary elements in the communication
between the mobile units under their coverage and all other
hosts in the network, mobile (MU) or fixed (FH). The GSN
controls the mobile units under its coverage (e.g., their iden-
tification, profiles, or groups in which they may be included).

3 Following the Mobile Agent System Interoperability Facilities Specification
(MASIF), an agent is a computer program that acts autonomously on behalf
of a person or organization and a place is a context where an agent can
execute [16].

The GSNs can be situated at different locations. Figure 1(a)
depicts the widely accepted architecture for mobile comput-
ing [10] extended with our proposal of supporting GSNs. No-
tice that in the previous scenario the GSNs are always placed
at the fixed network. The number of the GSNs depends on the
number of users. In a different scenario in which the services
are offered inside a company to its own mobile workers, the
ANTARCTICA system can be supported by computers sit-
uated at the fixed network but in the company intranet (see
figure 1(b)). The concepts involved in the Locker Rental Ser-
vice are valid in both scenarios, but in this paper we take the
first one as a reference.

In the GSNs, there is a place called Inventory where a par-
ticular type of agents, called majordomo agents, are executed
and, where they can get the information they need about other
GSNs, places and services in the system. In the ANTARC-
TICA System, each one of the majordomo agent represents
and works for a mobile user. Besides the Inventory, there
are specialist places, such as for example the Locker Place,
which is the one related to the Locker Rental Service. The
ANTARCTICA system allows the user to download files, ac-
cess databases, navigate the Internet, download and use soft-
ware. However, the majordomo agent representing the user in
the GSN can not keep with it large amounts of data for long
periods of time. Consequently, the user often has to reconnect
in order to download data to the MU and relieve the major-
domo from the load. To avoid frequent reconnections, the
user contracts the Locker Rental Service. The Locker Rental
Service gives the user the possibility of occupying a locker, or
vacating it, as needed. Figure 2 shows the elements involved
in the Locker Rental Service: agents, mobile units and GSNs.

Lockers belong to categories. Lockers of different cat-
egories vary in the maximum size they can reach, the ser-
vices they include and their price. In addition, the Locker
Rental Service provides two basic kinds of lockers: private
and shared lockers. A private locker is related to a single
user; the data stored in it belongs to that particular user and
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Figure 2. Intuitive representation of the Locker Rental Service at the ANTARCTICA system.

can be accessed or modified only by authorized agents rep-
resenting the user. By contracting a private locker, the user
gets the privilege of using this service. During the process of
contracting a private locker, the following are specified to de-
termine access control and charging for the requested locker:

(1) an access key or password for the locker;

(2) the range of locker sizes that the user can occupy;

(3) the category of the locker;

(4) the user’s privileges;

(5) the rate by which the user is charged for renting a locker
with the above characteristics.

A shared locker is a locker rented by a group of users.
A shared locker distinguishes between data to be used by all
users in the group and data for each particular user, by manag-
ing sub-lockers for each of them. So, shared lockers are able
to store both data private to each user in the group, and data
to be shared by all users in the group as well as protecting
such data from unauthorized accesses. To contract a shared
locker, besides the specifications described above for obtain-
ing a private locker, the following information must also be
provided:

(1) the group of users that can use the locker;

(2) the maximum number of users allowed to access the
locker concurrently;

(3) the size of the common area of the locker and of the par-
ticular sub-lockers for each user;

(4) the services to be provided by the shared locker such as
blackboards and meeting places.

A private locker is created when a user asks to use the
service and is destroyed when the user decides to vacate the
locker. A shared locker is created when the contract is signed
and persists for the whole duration of the contract. That is, in
contrast to a private locker, a shared locker exists even when
no member of the group is using it. A user may have one
private and several shared lockers.

3. Agents involved in the Locker Rental Service

In this section we present the agents that participate in the
Locker Rental Service. Two main advantages of software
agents, and in particular of mobile agents, justify our choice
of this technology. The first advantage is a tactical one, mo-
bile agents give the means to obtain better performance by:

(1) allowing to reduce the traffic of data in the wireless net-
work, between the MU and the GSN;

(2) using local resources (e.g., disk space) offered by the
GSN and other fixed hosts;

(3) providing support for disconnected operations (asynchro-
nous communications); and

(4) facilitating an efficient management of data transfer inter-
ruptions.

Moreover, the flexibility and adaptability of the implementa-
tion of the Locker Rental Service using agents facilitates the
dynamic management of storage, the adaptation of the locker,
and the physical mobility of the locker following their users.
The second advantage is a strategic one, agents can be cus-
tomized according to the task they must develop, the prefer-
ences of the user they represent, the actual state and charac-
teristics of the computer and the network used [6,15]. While
there is a small overhead in using agents, due to the inter-
change of messages among them, this cost is compensated by
the advantages mentioned previously.

Five different kinds of agents are involved in the Locker
Rental Service (see figure 3) as well as the following places:
the MU Place in the mobile unit, and the Inventory Place and
the Locker Place in the GSN.

Each specific kind of agent has a different specialization
area and mission to perform, for which it may need to in-
teract with other agents and places. However, all agents are
designed using the same pattern structure composed by the
following basic modules:

(1) the Agent Communication Module, in charge of the se-
mantic level of the communications among agents;
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Figure 3. Elements involved in the Locker Rental Service.

(2) the Mobility Module, that implements the agent mobility
policy, controlling when and where to move;

(3) the Agent Creation and Interaction Module, in charge of
the creation and management of other specialist agents;

(4) the Specific Knowledge Module, that contains and man-
ages the knowledge that the agent needs in order to
achieve its goal; and

(5) the Graphical User Interface (GUI) Generator Module,
in charge of the dynamic creation and management of
GUIs of the agents that need to interact with the mobile
user who owns the MU.

Each kind of agent specializes only the modules it needs, that
is not every agent has all the modules.

3.1. Agent features and knowledge

We present the main features and the knowledge managed by
the five different kind of agents involved in the Locker Rental
Service: the MU static agent, the majordomo agent, the locker
rent agent, the locker agent, and the locker guardian agent,
shown in figure 3.

3.1.1. The MU static agent
At each Mobile Unit there is a static agent running at any time
that the MU is active. This static agent isolates the user’s ap-
plications from network availability and the specific charac-
teristics of the MU, and is responsible for the administration
of the MU’s resources. In addition, this static agent creates
and launches a single agent from the MU to the fixed network,
that is called the majordomo agent of the mobile user.

The static agent of the MU is composed through the spe-
cialization of four of the basic modules: the Agent Commu-
nication Module to manage the communications with the ma-
jordomo agent; the Agent Creation and Interaction Module to
create and collaborate with the majordomo agent; the GUIs
Generator Module to generate and manage the GUI used to

communicate with the user; and the Specific Knowledge Mod-
ule to contain and manage the following kind of knowledge
related to its specific role in the system:

(1) the MU characteristics and limitations, resources avail-
able and their current state, software installed and so on;

(2) the user profile and preferences;

(3) the wireless communications characteristics and opti-
mization mechanisms;

(4) historical traces of the agent interactions with the user
(i.e., services required by the user, etc.), and with the ma-
jordomo agent; and

(5) a local cache maintenance and management.

This knowledge allows the static agent at the MU to learn,
foresee, take decisions, help the user, and abstract the user
and the user applications from the network availability and
the mobile device features, as much as possible.

3.1.2. The majordomo agent
The majordomo agent is created at the MU by the static agent
and launched to a GSN at the fixed network. In each GSN,
there is a place called Inventory where majordomo agents exe-
cute and can get the information they need about other GSNs,
places and services in the system. Once launched, the major-
domo agent remains in the GSN for the time period required,
working on behalf of the MU even while the MU is discon-
nected. Each mobile computer has its own majordomo with
the aim of providing adequate services to its owner. Commu-
nications of the MU with its outside world are surveyed by
this pair of agents: the static agent of the MU and the major-
domo agent in the GSN. These two agents work together in
order to adapt and optimize the communications and use of
the wireless media by the MU.

The majordomo agent can create other specialist agents to
work for it and distributes and coordinates the tasks among
these servants agents, in order to fulfill the requests of its user.
The majordomo agent is composed by the specialization of
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the Agent Communication Module in order to communicate
with its creator, the static agent of the MU, and with the spe-
cialist agents it creates; the Agent Creation and Interaction
Module to create specialist agents that help it accessing the
services provided by the system and requested by the user; the
Mobility Module to support its mobility between the MU and
the GSN, as well as among different GSNs in order to follow
the movements of its MU; the Specific Knowledge Module to
contain and manage the following kind of knowledge related
to its specific role in the system:

(1) the MU characteristics and limitations, resources avail-
able, software installed and so on, to consider when fetch-
ing, adapting and sending data to the MU (i.e., color
screen);

(2) the actual user preferences and profile, and traces of the
user’s behavior and interactions with the ANTARCTICA
system;

(3) the wireless communications characteristics and re-
sources (i.e., SMS service), and optimization techniques;

(4) the status of the specialist agents working for it, the tasks
they are developing, localization, and how to distribute
tasks among them to coordinate their work; and

(5) historical traces of the user requests, network status, MU
movements, services in use, requests in process, tasks to
perform and so on.

The previous knowledge allows the majordomo agent to learn
in order to work autonomously without asking for the inter-
vention of the user, to filter the data obtained according to the
user preferences and the MU capabilities, and to optimize the
use of the wireless communications, while representing the
user in the fixed network.

3.1.3. The pair of locker agents
When the majordomo needs to use the Locker Rental Service,
it creates an agent called locker rent agent and sends it to
a Locker Place. The Locker Place is the specialist place in
the GSN that offers the Locker Rental Service. Lockers are
implemented using a new kind of static agents called locker
agents. The locker agents are created by the guardian agent
in the Locker Place. Each one of them is assigned to a specific
user or group of users, i.e., to their locker rent agents. This
pair, the locker agent and the locker rent agent(s), constitutes
the locker and takes care of storing the user’s data, saving
e-mail messages, processing results and communicating with
the MU’s majordomo agent. The fact that both agents have
to communicate with each other and interchange data incurs
some overhead. However, this interaction is local as both
agents reside in the same place, the Locker Place. Further-
more, by having both kinds of agents, we can take advantage
of specializing them.

The locker agent is specialized in interacting with the place
and the available resources in order to store and recover data,
and assure the privacy and security of its locker. Moreover,
the locker agent of a shared locker interacts with a group of

locker rent agents, acting as an intermediary. It also han-
dles concurrent data accesses. The locker agent is composed
by the specialization of the Agent Communication Module in
order to communicate with its creator, the locker guardian
agent, and with the locker rent agents it is assigned to serve;
and, the Specific Knowledge Module to contain and manage
the following kind of knowledge related to its specific role in
the system:

(1) the Locker Place characteristics, resources and facilities
available;

(2) the features of the locker rent agents and users it is serv-
ing;

(3) the user or group contract characteristics and limitations
for the use of the Locker Rental Service, and of the ac-
tual occupied locker, such as space limit and services in-
cluded;

(4) historical traces of the locker content and size, and its
current state;

(5) the locker related services and features (i.e., blackboard,
filter library, e-mail redirection, etc); and

(6) the security and accounting policies to enforce.

The locker rent agent is specialized on interacting with the
user’s majordomo agent. It has the knowledge about the user,
as well as semantic knowledge about the data and how to uti-
lize them. The locker rent agent uses the services that the
locker agent provides to it to store and recover data. It also
communicates and shares information with the locker rent
agents of other users sharing the locker to fulfill the needs
of its user. For example, the locker agent knows how to store
e-mails in the locker, but the locker rent agent knows how
to ask for them and compose a summary list with the new
e-mails received, specifying the date, subject and sender. That
list is sent to the user so that the user can choose which
e-mails to read. The locker agent allows the locker rent agent
to write or read the blackboard, but the one that knows how to
interpret the messages or what to do with them is the locker
rent agent.

The locker rent agent is composed of the specialization
of the Agent Communication Module in order to communi-
cate with its creator, the majordomo agent, with its partner the
locker agent and with the locker guardian agent; the Mobility
Module to support its mobility between the Inventory Place
and the Locker Place, and among Locker Places in different
GSNs in order to follow the movements of its MU; the Spe-
cific Knowledge Module to contain and manage the following
kind of knowledge related to its specific role in the system:

(1) the user preferences, and some relevant characteristics of
the MU;

(2) how to use locker services and facilities available;

(3) historical traces of the interactions of this agent with other
agents;

(4) basic results processing skills (i.e., e-mail filtering); and
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(5) policies to enforce and secure its integrity and its interac-
tions with other agents and the user.

The different kinds of lockers are built using different sub-
specializations of the modules of both the locker rent agent
and the locker agent.

3.1.4. The locker guardian agent
The Locker Place offers disk space for renting, so it has mech-
anisms to administer and monitor the available space, to as-
sign spaces, and to register data necessary for billing for the
service. For the surveillance of the use of the service and its
resources, the Locker Place has associated a database and a
guardian agent.

When the Locker Place is created a static agent is created
within it, the locker guardian agent. The locker guardian
agent is always active, its mission is to monitor the popula-
tion of agents in the Locker Place, check the authorization and
authentication of incoming agents, create and dispose locker
agents, maintain a register of the agents in the database (DB)
and monitor the use of the resources. The locker guardian
agent is composed by the specialization of the Agent Commu-
nication Module in order to communicate with the locker rent
agents and locker agents that populate the place; the Agent
Creation and Interaction Module to create and manage the
locker agents it has to create; and the Specific Knowledge
Module to contain and manage the following kind of knowl-
edge related to its specific role in the system:

(1) the Locker Place resources, policies established in the
system for their use and how to enforce the policies and
optimize the use of the resources;

(2) the performance monitoring, optimization techniques and
heuristics, load balancing, and so on;

(3) historical traces of the use of the service, resources and
facilities, made by the agents and users of the system, the
load of the system, performance and so on;

(4) how and when to interact with other system places, ser-
vices, agents and resources; and

(5) the security policies to enforce.

The DB maintained in the Locker Place registers informa-
tion about the agents populating it, the users they represent

and the data kept in the lockers. In that way, it helps control-
ling the population and contents of the lockers in a persistent
way, and can be used to automate the process of looking for
inconsistencies or fraudulent uses as well as abuses (see fig-
ure 4).

3.2. UML description of agents behavior when processing
tasks

Agents communicate with each other by interchanging mes-
sages, this function is performed by the Agent Communica-
tion Module of each agent. There is an interface, or set of
messages, that an agent can understand and that it can send
to other agents. Agents interpret the messages to find out the
task they are being asked to perform or other information that
is conveyed to them.

In figure 5 we present the interaction diagram, described
using UML, that shows the suite of messages that agents and
the Locker Place interchange during the creation of a private
locker. Upon receiving a message ordering it to “occupy a
locker”, the majordomo creates the locker rent agent and pro-
vides it with the data it needs in order to occupy a locker
having the characteristics that the user has specified, as well
as with the list of places where it can attempt to occupy the
locker, or itinerary. When a locker rent agent is detected ar-
riving to the Locker Place, the locker guardian agent interro-
gates and examines the incoming agent in order to check the
authorization and authenticity of the agent and its user, and
decides whether to allow the agent to occupy a locker or not.
If yes, the guardian creates a locker agent and introduces the
two agents to each other so they can work together. Then,
the locker rent agent notifies the majordomo that it has suc-
cessfully occupied a locker. If the guardian agent decides not
to accept the incoming agent into the locker, it notifies to the
locker rent agent that is has to leave, if it does not leave imme-
diately the guardian agent expels it. If the locker rent agent
is rejected from the place because there is no space available
for it, then it can travels to the next place in its itinerary. If
the locker rent agent is rejected because the user is not al-
lowed to use the service, then the locker rent agent would not
be allowed in any Locker Place of the system. If the locker
rent agent returns unsuccessfully to the majordomo, the ma-

Figure 4. Basic information stored in the Locker Place DB.
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Figure 5. Interaction diagram for a successful attempt of occupying a private locker.

jordomo may decide either to try again later and/or notify the
situation to the user.

4. Features of the Locker Service

In this section, we present the dynamic management of the
storage space, and some aspects related to security.

4.1. Dynamic management of storage

Lockers are implemented by a pair of agents collaborating
together: the locker rent agent and the locker agent. The latter
agent constitutes the locker itself. This solution allows us to
manage the locker in a dynamic and flexible manner. Lockers
are created as they are rented by new users. This means there
are no physically separated compartments to reserve, instead
locker agents are created with space assigned in which they
can store data.

The locker guardian agent creates a directory for each
locker agent, and provides the locker agent with the path and
the proper access rights so that it can create, read and write
files in this directory. The locker guardian agent ensures that
no locker agent access any directory other that its own, and
monitors the total disk space the locker agent directory is us-
ing. No other agent has access to this storage space. The
operating system behind the agent system and its file sys-
tem manage the actual physical storage space and the related
aspects. With this solution, each locker agent occupies disk
space according to its needs and limitations. When it needs
more space, the agent occupies it, and when it needs less, the
agent releases space. The space used by the locker is exactly
the storage used by the data saved there. Although there is
a limit in how much space the agent can use (by contract or
specification), flexible policies can be used to optimize the
use of space and improve the service provided.

Information is saved in the DB of the Locker Place for
each data entry stored in the lockers, about its origin, owner,
location, and locker. This information allows the system and
the locker guardian agent to monitor the use of resources and
the accounting, and also to easily localize all the entries of a
specific locker or user.

4.2. Security

In the context of mobile agents, security is always a princi-
pal concern because generally agents can not trust the hosts
they visit, and hosts can not trust the agents they receive. The
protection of agents against malicious hosts is an open prob-
lem still without a completely satisfactory solution. The ap-
proach most commonly used is to rely on an organizational
framework whose hosts can be trusted [21]. This is the case
in our system, since we assume that the services offered by
the GSN are provided within a trusted cellular phone com-
pany. Similarly, users are not unknown to the system, since
they have signed a contract with the company for renting the
services, and they have been assigned an ID and a set of pass-
words. Thus, the system can authenticate and validate autho-
rized users and their agents.

The security of hosts against agents can be achieved sat-
isfactorily by using existing techniques [21]. The central is-
sue is to prevent uncontrolled access. In our system, the only
agents that come from the outside, i.e., are created outside the
GSNs, are the majordomos. However, the majordomo agents
classes must have been programmed, released and signed by
a known entity. It must be ensured that such agents repre-
sent authorized users. To achieve this, credentials are asso-
ciated with the agents. Credentials correspond to the iden-
tity of their user, access level and key. Such credentials are
used not only for the authentication and authorization of the
majordomo agents, but also for controlling their access to
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services and data. This is achieved by checking their cre-
dentials against the information the system maintains about
the registered users. When an agent creates another agent, it
passes part of its identification information to the new agent
by issuing it a “passport” containing the necessary informa-
tion to identify the agent, its creator, and so, to its user. This
“passport” is sensitive information that needs to be protected
against copies, thieves and modifications.

Another important issue is preventing uncontrolled use of
the host resources. The programming languages and the agent
platforms used provide mechanisms to prevent agents and
hosts from accessing data or code of others such as sepa-
rated memory address spaces for the host and each agent.
Also, they provide authentication and authorization mecha-
nisms, as well as mechanisms to avoid uncontrolled copying
and cloning of agents. To authenticate code and its origins,
cryptographic techniques can be used, as for example signa-
tures [20].

Apart from the use of mobile agents, in the Locker Rental
Service, data stored in a private locker belong to the user and
are protected against unauthorized access from other users or
their agents. In a shared locker, members of the group own-
ing the locker are allowed to access the data that is specifically
stored as common, while each user in the group has a private
area where he can store information that nobody else has the
right to access. This is achieved by not allowing the locker
agents access any other disk space but their own. When a
locker rent agent makes a request to a locker agent, the locker
agent checks the authenticity of the locker rent agent and de-
cides to which data it has access to.

Finally, the use of the resources of the Locker Place must
be controlled by the system in order to monitor the use of
space, administrate the resources and avoid intrusions, as well
as to implement the accounting mechanisms and policies.

5. Mobility of the lockers

In ANTARCTICA, the majordomo agent that belongs to a
mobile user is located at the GSN under whose coverage the
MU is situated. This means that when the MU moves to an
area covered by a different GSN, its majordomo agent also
moves to the new GSN, carrying with it its data and some of
the agents that are working for it. The question we address in
this section is whether to also move the locker. When decid-
ing to occupy a locker, the user specifies whether he wants:
(a) the locker to always move following his movements,
(b) the locker to remain stationary, (c) the system to decide
when to move the locker, or (d) to combine the use of the
locker with the use of a small cache at the majordomo.

When option (a) is chosen, i.e., the user specifies that he
wants the locker to follow his movement, there is a possibility
that neither the corresponding GSN nor any GSN in the neigh-
borhood can accommodate the locker. In this case, the system
informs the user that the locker can not be moved. With option
(b), the locker is created at the GSN, under whose coverage
the MU is placed at the time the user asks for occupying a
locker, and stays there until it is released.

With option (c), the decision whether to move a locker or
not is taken by the system (transparently from the user) based
on the cost-benefit of the transmission. The benefit of moving
the locker stems for the fact that the cost of the interactions
(delay time) of the two agents, the locker and the majordomo,
is reduced since the agents are located in near-by sites. In
order to move the locker, first the Locker Place negotiates to
find another Locker Place, located at the new GSN where the
majordomo is situated, or close to it, which can accept the
locker. Notice that in the best case, the Locker Place that ac-
cepts the incoming locker is the one situated at the same host
that the user majordomo agent, and so, the communications
between the locker and the majordomo will be local at the
host, without going through the network. However, in any
case, the Locker Place accepting the incoming locker will be
at least closer, in terms of network communications response
time, than the original one.

Briefly, the cost of moving the locker (CMove) consists of
the cost of transferring all data stored in it (CTransf) plus the
cost of interacting with the majordomo in the GSN (CCloseInt).
The cost of not moving the locker is the cost of the interaction
between the majordomo and the locker in the case they are
located at different GSNs (CNotMove).

The cost of the interaction4 of the majordomo and the
locker can be described using three factors:

(1) Tstay (s): an estimation of the time the majordomo will
stay in the new GSN. The majordomo can estimate this
from the previous behavior of the user, or the user can
explicitly provide such information;

(2) NRequests (du/s): an estimation of the interaction rate be-
tween the majordomo and the locker, measured in terms
of number of data units per time unit, that can also be
induced from previous interactions; and

(3) CRequest (s/du): the cost of processing a data request be-
tween the majordomo and its locker measured in time
units per data unit;

where CRequest is the term affected by the distance between
the majordomo and its locker. The following parameters are
involved in the computation of CRequest, and so in CCloseInt
and CNotMove:

(1) SAvg (kb/du): an estimation of the average size of the
data units to be interchanged.

(2) CFarCm (s/kb): the cost of communications between the
majordomo in the new GSN and its locker in the current
position. This can be calculated by the system.

(3) CNearCm (s/kb): similar to the previous cost but for the
case of the locker being located in a position near to the
new GSN.

To compute CTransf, the following must be considered:

4 By interaction we consider only requests for data, that is, operations for
which the user, or the majordomo agent, waits for an answer. The major-
domo can request update operations on the locker while at the same time it
continues working on other tasks.
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(1) TCrLAg (s): the time to create a new locker agent in the
new Locker Place,

(2) TSend (s/kb): the time to transmit to the new Locker Place
a Kb of data stored in the locker,

(3) S (kb): the total size of the data stored in the locker,

(4) TMoveLRAg (s): the time to move the locker rent agent
from the old Locker Place to the new one.

Without going into details and without considering the cost
of interchanging few messages among the agents in order to
coordinate the movement, as well as the deletion of what re-
mains of the old locker, the two costs under consideration are
detailed in equations (1) and (2). The locker is transferred if
CNotMove is greater than CMove, or equivalently, when the ra-
tio CMove / CNotMove is smaller than 1. Equation (3) shows
the calculation of this ratio:

CNotMove = Tstay × NRequests × CRequest,

where CRequest = CFarCm × SAvg. (1)

CMove = CCloseInt + CTransf,

where CCloseInt = Tstay × NRequests × CNearCm × SAvg,

CTransf = TCrLAg + S × TSend + TMoveLRAg. (2)

CMove

CNotMove
= CCloseInt + CTransf

CNotMove

= CCloseInt

CNotMove
+ CTransf

CNotMove

= CNearCm

CFarCm
+ CTransf

CNotMove
. (3)

In general, moving the locker from one GSN to another is
an expensive operation. However, notice that the locker is not
moved at the time the user makes the first request from his
new location, but after the majordomo itself moves to the new
GSN. This means that the movement of the locker can be per-
formed asynchronously without directly delaying the user’s
or the majordomo’s operation. Furthermore, the possibility of
moving a locker is useful not only because this way the data
are closer to the user, but also because the system can decide
to move a number of lockers from one GSN to another to bal-
ance the system load, while taking care of not deteriorating
the interaction between the lockers and their majordomos by
overly incrementing the cost of their communications.

Option (d), i.e., to combine the use of the locker with the
use of a small cache by the majordomo, is based on the fact
that all data obtained by the agents, or sent to/by the user,
actually passes through the majordomo. This way, the major-
domo can maintain a small cache feeding it with the data most
commonly used by the agents and the user. We refer to this
piece of data as “hot-data”. This cache is built and feeded
with data while the majordomo continues serving requests
from the user. Of course, this cache must be kept small since
the majordomo cannot keep with it large amounts of data. The
management of a cache by the majordomo introduces an over-
head in its operation since not only has it to access the cache,

but also handle cache replacements (for example, applying
LRU) and maintain cache consistency. However, in general
this extra cost will be compensated by the benefit obtained
because the majordomo will be able to quickly serve the user
and other agents requests over these data.

Using this approach, the cache will always move with the
majordomo, and so, the size of the cache does not has influ-
ence in the decision of moving or not the locker, although the
formulas to determine whether the locker must be moved or
not are now different5.

Briefly described and not considering the small cost of
checking the cache whenever a data is being requested, the
cost of processing a request for data (CRequest (s/du)), is the
cost of retrieving this data from the cache (CAccCache) or the
cost of retrieving it from the locker (CAccLocker), and α is the
probability of finding the data in the majordomo cache, i.e.,
the cache hits.

Therefore, equations (1) and (2) to decide when the
locker must be moved or not are modified. There is a
new parameter involved in the computation of the formu-
las: TAccCache (s/kb), which is the time needed to retrieve
an item from the cache. Therefore, equations (1) and (2) are
now rewritten as shown in equations (4) and (5), respectively,
while the ratio formula is now equation (6):

CNotMove = Tstay × NRequests × CRequest,

where CRequest = α × CAccCache + (1 − α) × CAccLocker,

CAccCache = TAccCache × SAvg,

CAccLocker = CFarCm × SAvg. (4)

CMove = CCloseInt + CTransf,

where CTransf = TCrLAg + S × TSend + TMoveLRAg,

CCloseInt = Tstay × NRequests × CRequest,

CRequest = α × CAccCache + (1 − α) × CAccLocker,

CAccCache = TAccCache × SAvg,

CAccLocker = CNearCm × SAvg. (5)

CMove

CNotMove
= CCloseInt + CTransf

CNotMove

= CCloseInt

CNotMove
+ CTransf

CNotMove

= α × TAccCache + (1 − α) × CNearCm

α × TAccCache + (1 − α) × CFarCm

+ CTransf

CNotMove
. (6)

Finally, the shared lockers are associated with a group of
users whose movement is in general independent. Their loca-
tion is the result of a decision of the group or of the represen-
tative of the group, so shared lockers do not necessarily move
following their users.

5 Notice that the majordomo stores in its cache the data most commonly ac-
cessed, this means it may stores data that is not also stored in the locker.
In order to simplify the formulas we abstract this fact and consider only
requests for data also stored in the locker.
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Figure 6. Screenshot of the Locker Rental Service GUI displayed at the MU.

6. Implementation and performance results

Our prototype is being implemented using the “Aglets Work-
bench” [9] platform. Currently, it supports the creation of
private lockers, the storage of files and sql results in the lock-
ers, authorized access to the data stored, the movement of
the locker and the release of the lockers. Also, we have
fully implemented the interaction among all components in-
volved in the service: the agents (MU static agent, major-
domo, locker guardian agent, locker rent agent and locker
agent), the places (MU, Inventory and Locker) and the data-
base in the Locker Place.

In our experiments, we assume that the MU has enough
capacity to support a graphical interface (see figure 6). The
experiments have been performed using on the one hand, a
portable computer equipped with a 233 MHz Pentium proces-
sor, 64 M of RAM, a 9600 bps GSM card as the communica-
tion device, and running Windows 98. This machine plays the
role of the MU. On the other hand, we used a fixed computer
equipped with a 400 MHz Pentium II with 128 M of RAM
running Linux Red Hat 6.1. This machine plays the role of
the GSN.

6.1. Basic performance results

We present in this section two preliminary experiments. The
first one measures the time for the creation of a locker. The
second one compares the performance obtained accessing re-
mote files from a mobile device using wireless communica-
tions and three different approaches6.

6.1.1. Locker creation
The goal of the first experiment is to measure the average time
it takes to create a private locker. In order to initiate the cre-
ation process, the MU sends a message to its majordomo re-
questing the occupancy of a locker. The time it takes to send

6 Each experiment has been performed more than 20 times.

that message from the MU to the GSN is affected by the com-
munication media used. For wireless communications, using
a 9600 bps GSM card, we measured 2335.5 ms on the aver-
age with a standard deviation of 39.26 ms. After sending this
message, the MU can be disconnected since the majordomo
takes the responsibility for the negotiations for the creation of
the locker. The time it takes for the majordomo to create the
locker rent agent, send it and receive confirmation of the oc-
cupancy is 253 ms on the average, with a standard deviation
of 213 ms.

6.1.2. File fetching
We performed several experiments, in which we compared
the time that the MU needs to be connected in order to get,
for example, a file or a web page, according to the following
three different approaches:

(a) Client/Server (CS): the MU opens a connection directly
to the address where the file is located and the connection
remains open until the file is downloaded.

(b) Client/Agent/Server (CAS): the MU sends a request
message to its majordomo agent located in the GSN,
specifying the address of the file to be downloaded.
Then, the MU closes the connection. The majordomo
obtains the file and when the MU connects again, it sends
the file to the MU in one answer message. With this ap-
proach, the minimum time the MU needs to be connected
to get a file is just the time needed to send and receive the
request and answer messages.

(c) Client/Agent/Server approach combined with the use of
a locker (CAL): the MU sends a request message to its
majordomo agent located in the GSN to obtain a file and
store it in the locker. Then, the MU closes the connec-
tion. The majordomo agent obtains the file and sends it
to the locker. Once connected again, the MU sends a
message (read message) to the majordomo to read the
file from the locker. Then, the majordomo sends the file
in one answer message. With this approach, the time the
MU needs to be connected to get a file is the time needed
to send the request, read and answer messages. Notice
that in this approach we are assuming the worst case. If
the majordomo detects that the MU is connected again
when having the file stored in the locker, it may decide
to send the file to the MU, without waiting for a specific
request from the user. In this case, the time associated
with the read message is eliminated.

When comparing the CAS with the CAL approach, the use
of the locker in the CAL approach introduces a time overhead
due to the read message, but the ability of storing data for the
MU in a persistent and safe way constitutes the strong point
of the CAL approach over the CAS one. Notice that we are
only interested in the MU connection time and not in the total
cost. Saving connection time also means that the MU saves
battery power and money. The CAS and CAL approaches
make it possible to work in an asynchronous way, i.e., the MU
submits a task and then disconnects or continues working on
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(a) (b)

Figure 7. Using GSM. (a) Comparison of the minimum time the MU has to be connected in order to get a file by each of the approaches. (b) Standard
deviation of the times in (a).

Figure 8. Characteristics of the set of files used for the compression tests.

other tasks, while the submitted task is being executed in the
GSN. When the task finishes, the MU receives the results.

For this experiment we used a set of 5 files of different
sizes (10 Kb, 20 Kb, 40 Kb, 80 Kb and 160 Kb) placed in
a host situated 9 hops away from the MU and 9 hops away
from the GSN. Each file was downloaded to the MU more
than 20 times for each of the approaches using the wireless
communication media (GSM).

Figure 7 shows the results obtained when using wireless
communications. The CS approach performs slightly better
than the approaches using agents. The time the MU needs to
be connected is determined by the time it takes to interchange
data between the MU and the GSN. With the CS approach
that time is mostly the time it takes to send the file through the
wireless media. However, in the CAS and CAL approaches
there are some messages interchanged between the agents sit-
uated in the MU and in the GSN. Even if these messages are
short, the transmission of them through the GSM media at
9600 bps causes the small overhead of those approaches over
the CS one. However, the larger the file, the more irrelevant
the overhead.

The analysis of the standard deviation (figure 7(b)) shows
how with the CS large file sizes result in long connection
times and unstable behavior. The CAS and CAL standard
deviation is lower.

6.2. Improving the performance

Previous results do not constitute a proof against the use of
the CAS and CAL approaches. On the contrary, taking into

account that the cost that influences the most the final cost
is the one associated with the low speed communication me-
dia, the approaches using the intermediary agents give the op-
portunity to reduce the communication cost, for example by:
(a) applying filters in the GSN that reduce the amount of data
to be transmitted, (b) avoiding interactions between the MU
and the GSN, and (c) performing tasks in the GSN that oth-
erwise should be executed in the MU (with the higher use of
low speed communication media that this implies).

6.2.1. Applying filters
In this experiment, a compression filter was applied to the
files before transmitting them to the MU. The filter applies
a lossless compression, that means that there is no loss of
information. Note that we could have obtain even better
results, if a more sophisticated compression algorithm was
used. This would have been possible since the majordomo
agent has information about the characteristics of the MU
and the preferences of the user. For this test, we used a set
of sample files with sizes between 153 Kb and 185 Kb, con-
taining different types of data and presenting different com-
pression ratios. Figure 8 shows the characteristics of the
files we used. Figure 9(a) shows the mean of the time the
MU has to be connected to get the files by each of the ap-
proaches considered, again using the wireless media. Fig-
ure 9(b) shows the corresponding standard deviation. These
results show how even a small compression percentage is
enough to make the approaches with agents outperform the
CS approach.
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(a) (b)

Figure 9. Using GSM. (a) Comparison of the minimum time the MU has to be connected in order to get a file by each of the approaches. (b) Standard
deviation of the times in (a).

6.2.2. Performing tasks in the GSN
In the previous experiment, we can observe that the perfor-
mance of the CAL approach is slightly worse than the behav-
ior of the CAS approach. This is because the use of the locker
in the CAL approach introduces an overhead due to the ex-
tra message sent from the MU to the majordomo in the GSN,
once the MU reconnects. We next present an experiment that
shows how the small overhead of the CAL approach is com-
pensated and even inverted, by using a feature provided by
the locker to facilitate dealing with complex requests.

For this experiment, we assume that the user requests, in
a single request message, 4 different web pages to be ob-
tained and stored in the locker. Later on, he requests (one
read message) to download them together to the MU (one
answer message). We compare this scenario with the follow-
ing one in which the user requests each page, one by one (one
request and one answer message per page), to be obtained
and downloaded to the MU. Notice that this last scenario cor-
responds to the case in which the user has not contracted a
locker. Therefore, the majordomo agent can only keep a lim-
ited amount of data with it for a short period of time before
sending them to the MU.

Figure 10 shows how avoiding messages between the MU
and the GSN makes the CAL approach better than the CAS
one. The total amount of data transmitted, belonging to
the web pages, is the same in both cases, the only differ-
ence between both approaches is the number of messages
interchanged. The analysis of the standard deviation also
shows how the larger the number of messages interchanged
the larger the instability.

7. Related work

There are two lines of research related to our work. The first
line includes research that relies on the idea of renting re-
sources: for example, in the area of Metacomputing, the Java
Market project [1] allows any host to submit (Java) processes

Figure 10. Using GSM. Comparison of the minimum time the MU has to
be connected in order to get 4 web pages using the CAS and the CAL ap-

proaches.

to be executed in any host in the Internet that has available
resources and is willing to rent its computational capacity.
However, in this work the execution of processes is consid-
ered only in terms of CPU cycles and communications con-
sumption, while the main idea of the locker is not the ex-
ecution of processes but the rental and occupancy of “stor-
age” that processes working for the user can use to maintain
data. Furthermore, in the Java Market, any host can partici-
pate by sending or receiving processes, while in our system,
the GSNs that provide the locker space, are servers dedicated
to offer system services. The GSN acts as a proxy or inter-
mediary element situated close to the MU. The second line
of related research exploits the use of proxies and/or soft-
ware agents [8,11,13,17]. To our knowledge, our work is the
first one to combine both aspects, by employing proxies and
agents to provide users with storage external to their mobile
computers. Finally, our work can benefit from other works,
such as the CODA project [12], by implementing the ideas
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and techniques they propose for the maintenance of data con-
sistency among copies stored in the MU cache, the GSN and
the servers.

Several commercial products are appearing, such as
X-Drive [22], Driveway [3], mySpace [23], that offer storage
space in the Internet. Their fast popularization, the number
of products appearing, and the number of customers, demon-
strate the interest in this kind of services. Using these prod-
ucts, users must keep a connection open for the whole time
they are using this space. If the connection breaks, they must
log on again. More expensive commercial products also ap-
pear, called digital vaults or virtual safe-deposit boxes, where
users can safely deposit their legal, vital or important docu-
ments. Their aim is to provide the same service that bank
safe deposit boxes offer to their customers, and so they as-
sure the privacy and safety of the stored documents against
theft or disaster. Some of these products are: FileTrust [5],
DigiVault [14], Zephra [24] and PrivateArk [2].

When compare to our proposal, such products constitute
a plain service: a passive storage space where to store and
from where to download files. They require the direct inter-
vention of the user, and the rented space is situated always at
the same location, that is, in the safe hosts of the company.
ANTARCTICA Lockers Rental service goes a step further:

(1) the locker can follow the user in his movements, so it
stays closer to the user’s actual physical location;

(2) due to the use of the agent technology, data in the lock-
ers can be used by agents working on behalf of the user,
representing him in the network even while the user is ac-
tually disconnected. These agents take care of optimizing
the data format and their transmission process, dynam-
ically considering the communications resources avail-
able, the user preferences and the specific mobile device
resources and characteristics; and

(3) the Locker Rental Service provides support to other ser-
vices offered by ANTARCTICA, which actually feed it
with data and increment the functionalities and benefits
the user can get from it.

8. Conclusions and future work

In this paper, we present a new data service for the mobile
users: the Locker Rental Service. This service allows its users
to use ubiquitous persistent storage space located at the fixed
network, outside of their mobile computer but close to them,
accessible anywhere anytime. Besides providing an extension
of the storage space of the mobile computer, the service gives
to its users more autonomy. Autonomy means that users can
decide when to work disconnected or connected to the wire-
less network, since they can always count on the locker space
for storing both the messages sent to them by other users and
the results of their requests. Moreover, the use of lockers al-
lows reducing data traffic in the wireless network, and pro-
vides an alternative for storing sensitive data. For the imple-
mentation of the Locker Rental Service we use the agent tech-

nology. The induced overhead of using agents is greatly com-
pensated by the advantages they provide with respect to per-
formance, flexibility and adaptability. Our experiments have
shown the feasibility of the implementation when compared
to the traditional Client/Server approach. Moreover, we have
shown how its benefits can be improved when complex tasks
are considered.

Our plans for future work include experimentation with the
locker mobility feature and evaluation of its performance with
and without cache; as well as a performance comparison with
other related commercial products.
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