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ABSTRACT

In this work, we propose an adaptive M-estimation scheme forrobust
image super-resolution. The proposed algorithm relies on amaxi-
muma posteriori (MAP) framework and addresses the presence of
outliers in the low resolution images. Moreover, apart fromthe ro-
bust estimation of the high resolution image, the contribution of the
method is twofold: (i) the robust computation of the regularization
parameters controlling the relative strength of the prior with respect
to the data fidelity term and (ii) the robust estimation of theoptimal
step size in the update of the high resolution image. Experimental
results demonstrate that integrating these estimations into a robust
framework leads to significant improvement in the accuracy of the
high resolution image.

Index Terms— Maximum a posteriori (MAP) image super-
resolution, robust M-estimator, Tikhonov regularization.

1. INTRODUCTION

Image super-resolution (SR) is a technique for enhancing the qual-
ity and the resolution of an image. The objective is to improve the
spatial resolution by using information from a set of several different
low-resolution (LR) images to produce an image with more visible
detail in the high spatial frequency features. The LR imagesmay ex-
perience different degradations such as motion, point spread function
blurring, subsampling and additive noise. The reconstructed high-
resolution (HR) image can be successfully estimated if there exist
sub-pixel shifts between the LR images. In this manner, eachframe
of LR sequence brings complementary information to the original
HR image.

Researchers studying the direct inverse solution recognized the
limitations of the interpolation, motion compensation andinverse fil-
tering to be ill-posed due to the existence of additive noise[9, 10].
Even in cases of perfect motion registration and accurate knowledge
of the point spread function of the acquisition system, a significant
dependence of the estimation of the HR image on degradation con-
ditions is observed. A large family of SR methods is based on a
stochastic formulation of the problem which imposes a priordistri-
bution on the image to be reconstructed and provides estimates in a
maximuma posteriori (MAP) framework, where the posterior dis-
tribution of the HR image is maximized [9, 10, 12].

Violations of the assumptions of data fidelity to the assumed
model are also likely to occur, because SR methods are very sen-
sitive to inaccuracies of their parameters. However, little has been
reported about suppressing the outliers artifacts. For instance, me-
dian filters have been efficiently used to treat the SR problem[6]
where robustness is introduced by applying a median filter ineach
term of back-projected difference image.

There is a considerable interest in robust SR methods largely
emphasizing in outlying data. To this end, a novel robust image

SR method was reported [7]. The authors introduced a robust SR
method based on the use of theL1 norm both on the observed data
and the regularization term. In the same context, a robust color im-
age super-resolution algorithm has previously shown greatpotential
for estimating high resolution images with crisp details [1, 2, 3]. Fol-
lowing a MAP scheme and adapting a robust M-estimation frame-
work, outliers can efficiently be suppressed without the useof reg-
ularization in the objective function. Apart from usingL1 andL2

error norms in the objective function, much research has focused
on stochastic techniques in a MAP framework [4, 5]. Huber and
Lorentzian error norms are used for measuring the difference be-
tween the estimation of HR image and each LR image. Moreover,
a factor that affects the super-resolution quality is also the Tikhonov
regularization [9, 10, 5, 7], which is used to remove artifacts from
the final solutions.

In this paper, we apply a MAP scheme for robust image super-
resolution where the objective function to be minimized employs a
regularization term. By integrating a robust M-estimator the recon-
structed image is consistently of much higher quality than in other
standard approaches. Also, apart from the robust estimation of the
HR image, the main contribution in this work is the robust estimation
of the regularization parameters and the optimal step of theupdate
equation. Experiments showed that the reconstructed HR image is
of higher quality than in standard MAP-based methods employing
robust estimation only for the HR image.

2. IMAGE FORMATION MODEL

The image degradation process [10] is modeled by motion (rotation
and translation), a linear blur, and subsampling by pixel averaging
along with additive Gaussian noise. We assume thatp LR images,
each of sizeM = N1 ×N2, are obtained from the acquisition pro-
cess. The following observation model is assumed, where allimages
are ordered lexicographically

y = Wz+ n. (1)

The set of LR frames is described asy = [yT
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T
p ]

T , where
yk, for k = 1, ...p, are thep LR images. The desired HR imagez is
of sizeN = l1N1×l2N2, wherel1 andl2 represent the up-sampling
factors in the horizontal and vertical directions, respectively. The
termn represents zero-mean additive Gaussian noise. In eq. (1),
the degradation matrixW = [WT

1 ,W
T
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T performs the
operations of motion, blur and subsampling. Thus, matrixWk, for
thek-th frame, may be written as

Wk = DBkM(sk), (2)

whereD is theN1N2 × N subsampling matrix,Bk is theN × N
blurring matrix, andM(sk) is theN×N rigid transformation matrix
with parameters (rotation angle and translation vector) denoted bysk
for thek-th frame. Finally,n is additive Gaussian noise.



3. THE PROPOSED ALGORITHM

Super-resolution reconstruction is an ill-posed inverse problem due
to the existence of the additive noise. In order to stabilizethe in-
version process, we introduce a super-resolution algorithm that uses
robust error norm in the data fidelity term of objective function. This
approach is based on the class of robust M-estimators. The objective
function uses a regularization term that can help the super-resolution
algorithm to remove any artifacts from the final solution. Weare in-
terested in estimators whose influence function is differentiable and
bounded, like the Lorentzian estimator, defined as:

ρ(x, σ) = log

(

1 +
1

2

(x

σ

)2
)

, ψ(x, σ) =
2x

x2 + 2σ2
(3)

whereσ is the scale factor andψ is the influence function, defined
as the first derivative of the robust estimatorρ.

The scale factor controls a threshold beyond which all points are
considered to be outliers. Violations in the mathematical model in
(1) may yield large errors, which can severely influence the recon-
struction process. The choice of the scale factorσ plays a crucial
role in controlling the outliers. Errors falling beyond that threshold
are assigned smaller weights and the corresponding outlying mea-
sures are suppressed. For small values of the scale factor, the in-
fluence function decreases faster assigning smaller weights to errors
that outstrip the value of this parameter. If the value ofσ is relatively
small the contribution of the LR frames will be canceled leading to
bad estimation of the HR image, due to the insufficient information
provided by the LR frames. On the other hand, if the the value of the
scale factor is chosen to be arbitrary large, outliers will significantly
contribute to the estimation of the HR image.

A regularized approach using the image prior information ofthe
HR image (Gaussian assumption) can be used to make the inverse
problem well-posed [10]. Considering that each LR image mayre-
sult from a different degradation process, which implies that differ-
ent weighting should be given to it in the desired solution, and re-
casting the problem in a generalized M-estimation framework, the
following channel-weighted cost function is proposed:

L(z, s) =

M
∑

i=1

[ρ (yk −Wk(sk)z; σk)]i + αk(z)||Qz||2, (4)

where the operator[·]i takes thei-th element of the vectorized ma-
trix inside the brackets andQ is a matrix applying a high pass filter
(in our case the Laplacian) and is used to penalize discontinuities in
the final solution. The robust regularization parametersαk(z), de-
termine the trade-off between the fidelity of the observed data and
the image prior. In (4), it is implied that the registration parameters
sk are collected ins in this type of formulation.

Estimation of the registration parameterss and the HR image
z may be obtained by an alternating optimization scheme [9, 10].
At a first step, the registration parameters may be computed by a
variety of methods involving block matching schemes [9, 10]or al-
gorithms combining feature extraction and mutual information [12].
Having fixed the registration parameters, we may use a gradient de-
scent method with a properly calculated step size to minimize (4)
with respect to the HR image. Therefore, the HR image may be
obtained by the following minimization problem:

z
∗ = argmin

z

{

M
∑

i=1

[ρ (Wkz− yk;σk)]i + αk(z)||Qz||2
}

(5)

where we have omitted the dependence of matrixWk from the reg-
istration parameterssk to simplify the notation. Notice that, in (5),
different outlier thresholds are assigned to different LR frames.

In our previous work [10], it was shown that the regularization
parametersαk(z) may be obtained in closed form from the images.
In the robust framework proposed herein, the related expression is:

αk(z) =

M
∑

i=1

[ρ (yk −Wkz; σk)]
2

i

2||yk||2 − ||Qz||2
. (6)

which provides a per frame robust regularization parameter.
To obtain a robust solution of (5), a gradient descent method

may be employed. By computing the gradient of (5) with respect to
the HR imagez, we obtain the following update:

ẑ
n+1 = ẑ

n−

p
∑

k=1

εnkW
T
k ψ (Wk ẑ

n − yk; σk)+αk(z)||Qz||2 (7)

where the influence functionψ of the robust estimation is now in-
volved.

It must be noted that the choice of the step-size parameterεnk
plays an important role in the behavior of the gradient descent
method. This parameter must be small enough to prevent divergence
and large enough to provide convergence. A constant step-size could
be the easiest solution but this is an inappropriate approach for the
most of the robust image super-resolution problems. After some
manipulation and following the spirit in [9], a robust closed form
solution of the optimal step size is obtained, which is givenin (8)
in the next page for space purposes. Notice that both the robust
estimatorρ and its influence functionψ appear in (8).

This optimal step size (8) is calculated for every single LR im-
age. Having an adaptive step size, provides a better convergence and
also keeps off the algorithm from trapping into “bad” solutions.

In robust image super-resolution reconstruction, it is necessary
to define a process for automatically computing the value of the out-
lier threshold parameter. In statistics, theMedian Absolute Deviation
(MAD) criterion [8] is considered to be one of the most accurate ro-
bust measure of the variability of a univariate sample of quantitative
data. For thek-th LR image:

MADn
k =median

i

{

|rnk,i([Wkz
n−1;yk]i)−

median
j

(rnm,j([Wmz
n−1;ym)]j)|

}

(9)

wheren = 0, 1, 2, . . . refers to then-th iteration of the algorithm
and rnk,i(Wkz

n−1;yk) = [Wkz
n−1 − yk]i is the residual error

of thei-th datum between the estimation of the degraded HR image
and thek-th LR frame. The MAD is a measure of statistical dis-
persion. It is a robust statistic, being more resilient to outliers in a
data set. In order to use MAD criterion as a consistent estimator for
the estimation of the scale factor we considerσn

k = K ·MADn
k ,

whereK is a constant which depends on the distribution. For nor-
mally distributed data with standard deviation 1,K is taken to be
1/Φ−1(3/4) ≈ 1.4826, whereΦ−1 is the inverse of the cumula-
tive distribution function for the standard normal distribution. In
that case, for thek-th LR frame the scale factorσk is computed as
follows:

σn
k = 1.4826 ·MADn

k , k = 1, 2, · · · , p. (10)
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4. EXPERIMENTAL RESULTS

In order to evaluate the proposed methodology, experimentswere
conducted on synthetic data sets. Sequences of low resolution im-
ages were created by blurring, down-sampling and degradingby
noise an original image. At first, the images were downsampled by
a factor of2 (4 pixels to1). Then, a point spread function of5 × 5
Gaussian kernel with standard deviation of1 was applied and the
resulting images were degraded by white Gaussian noise in order to
obtain a signal to noise ratio of30 dB. Finally,50% of the LR frames
were degraded by salt and pepper noise (two cases were examined:
corruption of5% and10% of the pixels in the respective frame).

To highlight the importance of the proposed fully robust super-
resolution scheme, we compared it to the standard approach that em-
ploys a robust estimator only in the HR image update and integrates
a heuristic scheme for the step size. We also compared several robust
estimators in that framework: the truncated least squares (TLS), the
Geman-McClure and the Lorentzian error norms [8]. We used 20
frames of theSusie image sequence in our experiments (Fig. 1).

In all of the experiments, in order to have a first estimate of the
HR image, a LR image was chosen at random and it was upscaled by
bicubic interpolation. Convergence of the super-resolution algorithm
was achieved when‖ẑn+1 − ẑn‖/‖ẑn‖ < 10−5. A quantitative
evaluation of the obtained HR images is given by the peak signal to
noise ratio (PSNR).

(a) (b) (c)

Fig. 1. Representative frames of low-resolution images forSusie
sequence: (a) original sequence and sequence degraded by salt &
pepper noise at (b)5% and (c)10%.

Table 1 presents the statistics of the PSNR for the compared al-
gorithms for 10 realizations of the experiment in each case.In this
table, the term “no robust” refers to the employment of a robust esti-
mator only for the computation of the HR image using (7) but not for
the parametersαk(z) andεnk . The term term “robust” indicates that
a robust estimator was also employed for the computation ofαk(z)
andεnk , which were computed by (6) and (8) respectively. As it may
be observed, our fully robust method outperforms the algorithm that
employs a robust estimator only for the SR image update. The im-
provement in PSNR is significant, particularly when using the TLS
estimator, which is the one that provides the better resultsfor the
Susie sequence. Representative SR images of the compared meth-
ods are shown in figures 2 and 3 forSusie test sequence. It is clearly
depicted that the robust estimation of the step sizeεnk and the regu-
larization parametersαk(z) improves significantly the quality of the
super-resolved images for all the employed robust estimators. On the
other hand, it may be easily observed that the robust estimation of
the intensities of the HR image is not sufficient if it is not combined

with the appropriate robust values forεnk andαk(z).

5. CONCLUSIONS

A robust MAP image super-resolution algorithm was proposedin
this paper. The robust estimation scheme was integrated into the
estimation of the high resolution image, the regularization param-
eters and the step size in the update of the high resolution image.
To the best of our knowledge, this is the first time that these issues
are addressed in a robust formulation. Several M-estimators were
employed in the comparison of the proposed method with a method
employing a robust estimation only in the HR image update. The
obtained improvement is on average 5 dB in PSNR.
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