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ABSTRACT

In this work, we propose an adaptive M-estimation schemeptaust
image super-resolution. The proposed algorithm relies orazi-

muma posteriori (MAP) framework and addresses the presence o

outliers in the low resolution images. Moreover, apart fribra ro-
bust estimation of the high resolution image, the contrdvubf the
method is twofold: (i) the robust computation of the regiaiation
parameters controlling the relative strength of the prigdhwespect
to the data fidelity term and (ii) the robust estimation of dipdéimal
step size in the update of the high resolution image. Experiai
results demonstrate that integrating these estimatidonsaimobust
framework leads to significant improvement in the accurdcthe
high resolution image.

Index Terms— Maximum a posteriori (MAP) image super-
resolution, robust M-estimator, Tikhonov regularization

1. INTRODUCTION

Image super-resolution (SR) is a technique for enhanciagjtial-
ity and the resolution of an image. The objective is to imprtwe
spatial resolution by using information from a set of sel@ifferent
low-resolution (LR) images to produce an image with moréiés
detail in the high spatial frequency features. The LR imagag ex-
perience different degradations such as motion, poinasifenction
blurring, subsampling and additive noise. The reconstditiigh-
resolution (HR) image can be successfully estimated ifethedist
sub-pixel shifts between the LR images. In this manner, éache
of LR sequence brings complementary information to theioalg
HR image.

Researchers studying the direct inverse solution recegrtize
limitations of the interpolation, motion compensation émeerse fil-
tering to be ill-posed due to the existence of additive nf@s€l0].
Even in cases of perfect motion registration and accuratevlauige
of the point spread function of the acquisition system, aificant

dependence of the estimation of the HR image on degradation ¢
ditions is observed. A large family of SR methods is based on dhe setof LR frames is describedys= [y{,y1,. ..

stochastic formulation of the problem which imposes a pdistri-
bution on the image to be reconstructed and provides egfiata

maximuma posteriori (MAP) framework, where the posterior dis-

tribution of the HR image is maximized [9, 10, 12].

Violations of the assumptions of data fidelity to the assumedhe degradation matridv = [W{, W7, ..

SR method was reported [7]. The authors introduced a rolRst S
method based on the use of the norm both on the observed data
and the regularization term. In the same context, a robust @o-

ge super-resolution algorithm has previously shown gretntial

or estimating high resolution images with crisp detailsg13]. Fol-
lowing a MAP scheme and adapting a robust M-estimation frame
work, outliers can efficiently be suppressed without the afseg-
ularization in the objective function. Apart from usidg and Lo
error norms in the objective function, much research hassed
on stochastic techniques in a MAP framework [4, 5]. Huber and
Lorentzian error norms are used for measuring the differdre
tween the estimation of HR image and each LR image. Moreover,
a factor that affects the super-resolution quality is afeoTikhonov
regularization [9, 10, 5, 7], which is used to remove artgacom
the final solutions.

In this paper, we apply a MAP scheme for robust image super-
resolution where the objective function to be minimized @yp a
regularization term. By integrating a robust M-estimatwe tecon-
structed image is consistently of much higher quality thaother
standard approaches. Also, apart from the robust estimafithe
HR image, the main contribution in this work is the robusireation
of the regularization parameters and the optimal step ofifftate
equation. Experiments showed that the reconstructed Higdrisa
of higher quality than in standard MAP-based methods enipipy
robust estimation only for the HR image.

2. IMAGE FORMATION MODEL

The image degradation process [10] is modeled by motioat{oot
and translation), a linear blur, and subsampling by pixeraging
along with additive Gaussian noise. We assume jhaR images,
each of size/ = N; x N, are obtained from the acquisition pro-
cess. The following observation model is assumed, wheimatjes
are ordered lexicographically

y =Wz +n. (2)

. yE1", where

vk, fork =1, ...p, are thep LR images. The desired HR images

of size N = 1 N1 x 12 N2, wherel; andl; represent the up-sampling
factors in the horizontal and vertical directions, respety. The
termn represents zero-mean additive Gaussian noise. In eq. (1),
., W1 performs the

model are also likely to occur, because SR methods are very seoperations of motion, blur and subsampling. Thus, magix, for

sitive to inaccuracies of their parameters. Howeverglitths been

reported about suppressing the outliers artifacts. Faaite, me-

dian filters have been efficiently used to treat the SR prod&m

where robustness is introduced by applying a median filteaich
term of back-projected difference image.

the k-th frame, may be written as
W, = DBkM(Sk)7 (2)

whereD is the N1 N> x N subsampling matrixB; is the N x N
blurring matrix, andMI(sy ) is the N x N rigid transformation matrix

There is a considerable interest in robust SR methods jargelwith parameters (rotation angle and translation vectanptied bys;
emphasizing in outlying data. To this end, a novel robustgena for the k-th frame. Finallyn is additive Gaussian noise.



3. THE PROPOSED ALGORITHM

Super-resolution reconstruction is an ill-posed inversdbiem due
to the existence of the additive noise. In order to stabilieein-

version process, we introduce a super-resolution alguarittat uses
robust error norm in the data fidelity term of objective fuoot This

approach is based on the class of robust M-estimators. Thetole

function uses a regularization term that can help the stgstution

algorithm to remove any artifacts from the final solution. &ve in-

terested in estimators whose influence function is difféable and
bounded, like the Lorentzian estimator, defined as:
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whereo is the scale factor and is the influence function, defined
as the first derivative of the robust estimagor

The scale factor controls a threshold beyond which all gane
considered to be outliers. Violations in the mathematicatiet in
(1) may yield large errors, which can severely influence geon-
struction process. The choice of the scale faetglays a crucial
role in controlling the outliers. Errors falling beyond thhreshold
are assigned smaller weights and the corresponding ogtlyiea-
sures are suppressed. For small values of the scale faotom-t
fluence function decreases faster assigning smaller veeiglarrors
that outstrip the value of this parameter. If the value @ relatively
small the contribution of the LR frames will be canceled iegdo
bad estimation of the HR image, due to the insufficient infation
provided by the LR frames. On the other hand, if the the vafuke
scale factor is chosen to be arbitrary large, outliers vigihgicantly
contribute to the estimation of the HR image.

A regularized approach using the image prior informatiothef

HR image (Gaussian assumption) can be used to make thednver§

problem well-posed [10]. Considering that each LR image neay
sult from a different degradation process, which impliest tiffer-
ent weighting should be given to it in the desired solutiam se-
casting the problem in a generalized M-estimation framé&ytire
following channel-weighted cost function is proposed:

L(z,s) = Y [p(yr — Wi(sk)z; on)], + ax(2)||Qzl*, (4)

i=1

where the operatdf]; takes thei-th element of the vectorized ma-
trix inside the brackets an@ is a matrix applying a high pass filter

(in our case the Laplacian) and is used to penalize disagitigs in

the final solution. The robust regularization parameteréz), de-

termine the trade-off between the fidelity of the observetd dad

the image prior. In (4), it is implied that the registratiosrameters
s, are collected irs in this type of formulation.

where we have omitted the dependence of matyix from the reg-
istration parameters;, to simplify the notation. Notice that, in (5),
different outlier thresholds are assigned to different kdrfes.

In our previous work [10], it was shown that the regulariaati
parametersy; (z) may be obtained in closed form from the images.
In the robust framework proposed herein, the related exjmess:

M
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(6)

which provides a per frame robust regularization parameter

To obtain a robust solution of (5), a gradient descent method
may be employed. By computing the gradient of (5) with respec
the HR imagez, we obtain the following update:

p
2" =" =) ek Wi (Wiz" — yi; on)+ak(2)]|Qzl* (7)
k=1

where the influence functiory of the robust estimation is now in-
volved.

It must be noted that the choice of the step-size paraméter
plays an important role in the behavior of the gradient desce
method. This parameter must be small enough to preventyginee
and large enough to provide convergence. A constant stepesuld
be the easiest solution but this is an inappropriate appréacthe
most of the robust image super-resolution problems. Aftenes
manipulation and following the spirit in [9], a robust claséorm
solution of the optimal step size is obtained, which is giu@i(8)
in the next page for space purposes. Notice that both thestobu
stimatorp and its influence functiog appear in (8).

This optimal step size (8) is calculated for every single bR i
age. Having an adaptive step size, provides a better caavesgnd
also keeps off the algorithm from trapping into “bad” sobus.

In robust image super-resolution reconstruction, it isessary
to define a process for automatically computing the valubebut-
lier threshold parameter. In statistics, Median Absolute Deviation
(MAD) criterion [8] is considered to be one of the most accurate ro
bust measure of the variability of a univariate sample ohtjtetive
data. For thé-th LR image:

MADy = me(ziian {|1"Z,i([sz"71; Yili)—

me(ji.ian(r:ﬁl,j([WmZn_Hyrn)]j)|} 9)

wheren = 0,1,2,... refers to then-th iteration of the algorithm
andry ,(Wiz" " ';yr) = [Wez" ™' — yi]i is the residual error
of thei-th datum between the estimation of the degraded HR image

Estimation of the registration parametersind the HR image  and thek-th LR frame. The MAD is a measure of statistical dis-
z may be obtained by an alternating optimization scheme [, 10 persion. It is a robust statistic, being more resilient tdiets in a
At a first step, the registration parameters may be compued b gata set. In order to use MAD criterion as a consistent estinfar
variety of methods involving block matching schemes [9,d0&l- e estimation of the scale factor we considér = K - MADY,

gorithms combining feature extraction and mutual infoliovaf12].
Having fixed the registration parameters, we may use a gradee
scent method with a properly calculated step size to miréni

where K is a constant which depends on the distribution. For nor-
mally distributed data with standard deviation A, is taken to be
1/®71(3/4) = 1.4826, whered ! is the inverse of the cumula-

with respect to the HR image. Therefore, the HR image may bgjye distribution function for the standard normal distiion. In

obtained by the following minimization problem:

M
z" :argmin{Z[p(WkZYk;Uk)]i +o¢k(z)||Qz||2} (5)

i=1

that case, for thé-th LR frame the scale factar, is computed as
follows:
op =1.4826 - MADY,

k:1727"'7p' (10)
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4. EXPERIMENTAL RESULTS

In order to evaluate the proposed methodology, experimsate
conducted on synthetic data sets. Sequences of low resolint-

ages were created by blurring, down-sampling and degralling

noise an original image. At first, the images were downsathple
a factor of2 (4 pixels to1). Then, a point spread function 6fx 5

Gaussian kernel with standard deviationlofvas applied and the

resulting images were degraded by white Gaussian noiseler to
obtain a signal to noise ratio 86 dB. Finally,50% of the LR frames

were degraded by salt and pepper noise (two cases were @d@min

corruption of5% and10% of the pixels in the respective frame).

To highlight the importance of the proposed fully robustesup

resolution scheme, we compared it to the standard apprbatbkm-
ploys a robust estimator only in the HR image update and iateg
a heuristic scheme for the step size. We also compared seveuat
estimators in that framework: the truncated least squdreS)( the

with the appropriate robust values fdt andas (z).

5. CONCLUSIONS

A robust MAP image super-resolution algorithm was propoised
this paper. The robust estimation scheme was integratedttiet
estimation of the high resolution image, the regularizat@aram-
eters and the step size in the update of the high resolutiagém
To the best of our knowledge, this is the first time that thesaes
are addressed in a robust formulation. Several M-estimat@re
employed in the comparison of the proposed method with aadeth
employing a robust estimation only in the HR image updatee Th
obtained improvement is on average 5 dB in PSNR.
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methods. (a) No robust parameters and (b) robust parametersd « (z).

Table 1. Performance evaluation (PSNR in dB) for the sequeSusie.

Salt & Pepper at 5% Salt & Pepper at 10%
Robust Estimator no robust robust no robust robust
mean] std | median|| mean| std | median || mean] std | median || mean] std [ median
TLS 18.1 | 0.6 17.7 258 | 04 25.7 153 | 0.9 15.9 23.6 | 0.3 23.7
Geman-McClure | 22.1 | 0.6 22.1 244 | 04 24.3 195 | 04 19.5 215 | 0.5 21.5
Lorentzian 20.8 | 0.3 20.8 25.1 | 0.7 25.0 19.0 | 0.3 19.1 229 | 0.5 22.7

a sequence of undersampled imagelfEE Transactions on parameter,”SPIE Journal of Electronic Imaging, vol. 13, no.
Image Processing, vol. 6, no. 12, pp. 1621-1633, December 3, pp. 586-596, 2004.

1997. [12] M. Vrigkas, C. Nikou, and L. P. Kondi, “On the improventen
—— ; ; f image registration for high accuracy super-resolutioim,
[10] H. He and L. P. Kondi, “An image super-resolution algjom 0 . )
for different error levels per frame,”IEEE Transactions on |EEE Intern_atlonaJ Conf,erence On AGOUSIiCS, Speech an_d S¢
Image Processing, vol. 15, no. 3, pp. 592—603, March 2006. nal Processing (ICASSP’11), Prague, Czech Republic, 2011,

pp. 981-984.
[11] H. He and L. P. Kondi, “Resolution enhancement of video

sequences with simultaneous estimation of the regul@izat



