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A Bayesian Ensemble Regression Framework
on the Angry Birds Game

Nikolaos Tziortziotis, Georgios Papagiannis, and Konstantinos Blekas

Abstract—In this paper, we introduce AngryBER, an intelli-
gent agent architecture on the Angry Birds domain that employs
a Bayesian ensemble inference mechanism to promote deci-
sion-making abilities. It is based on an efficient tree-like structure
for encoding and representing game screenshots, where it exploits
its enhanced modeling capabilities. This has the advantage to
establish an informative feature space and translate the task of
game playing into a regression analysis problem. A Bayesian
ensemble regression framework is presented by considering that
every combination of objects’ material and bird type has its own
regression model. We address the problem of action selection
as a multiarmed bandit problem, where the upper confidence
bound (UCB) strategy has been used. An efficient online learning
procedure has been also developed for training the regression
models. We have evaluated the proposed methodology on several
game levels, and compared its performance with published results
of all agents that participated in the 2013 and 2014 Angry Birds
AI competitions. The superiority of the new method is readily
deduced by inspecting the reported results.

Index Terms—Angry Birds game, Bayesian linear regression,
multiarmed bandit problem, tree-like structure representation.

I. INTRODUCTION

P HYSICS-BASED simulation games such as Angry Birds
have received considerable and increasing attention

during the last years. They are based on a simulator that has
complete knowledge about the physical properties of all objects
of the game world. This makes these games quite realistic, as
they are able to simulate each move and its consequences to the
real world with high precision. Despite the fact that these games
are seemingly simple at a first glance, that is far from true.
The extremely large or infinite number of the available actions
makes the particular games demanding and simultaneously
attractive. The large number of moves stems from the fact that
small deviations may result in differences in the outcome of the
physics simulation. At the same time, it is really hard to predict
the actions outcome in advance without an explicit knowledge
of the games physical properties. In addition, it becomes even
harder in the case where the game scenes can only be observed
through a vision system, which corresponds to how humans are
perceiving these games. Consequently, it becomes clear that a
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number of issues have arisen which demand new techniques
that can investigate the fundamental physical game processes,
so as to establish efficient AI agents which will be able to play
as good or better than the best human players.
Angry Birds was first launched in 2009 by Rovio, and since

then it has become one of the most popular games. The objec-
tive is to shoot birds using a slingshot in a way that all pigs are
killed with the fewest number of used birds. Pigs are usually pro-
tected by complicated structures consisting of various types of
building materials that must be destroyed. Several types of birds
are available, with some of them being more effective against
particular materials. At each time step, the point where the bird
is released from the slingshot must be selected. In addition, the
player has to decide about the exact tap time during the flight of
the bird where its optional special feature will be activated ren-
dering the bird more effective. The score (or return) achieved
after each shot is calculated in terms of the number of the killed
pigs and unused birds, as well as the extent of the destruction
of each structure. The fewer birds are used as well as the more
damage to the structures achieved, the higher the received score
(or return).
Due to its nature (e.g., large state and action spaces, contin-

uous tap timing, various objects’ properties, noisy object de-
tection, unpredictable action effects, etc.), Angry Birds consti-
tutes a really challenging task for the development of intelli-
gent agents. At the same time, the Angry Birds Competition1
(AIBIRDS [1]) provides a very attractive venue where various
AI agents compete with each other and evaluate their perfor-
mance by playing in unknown game levels. A basic game plat-
form [2] based on the Chrome version of Angry Birds is pro-
vided by the organizers, incorporating a number of available
components such as computer vision, trajectory planning, and
game playing interface. It should be stressed that the aforemen-
tioned platform has also been used for the purpose of developing
our proposed agent.

A. Related Work
During the last two years, a number of interesting approaches

have been proposed which are focused on the development of
AI agents with playing capabilities similar to those exhibited
by expert human players. These works rely on various AI
techniques, such as logic programming, qualitative reasoning,
advanced simulation, structural analysis, analysis of predicted
damage, and machine learning methodologies.
In [3]–[5], the qualitative spatial representation and rea-

soning framework of [6] has been adopted for extracting

1https://aibirds.org/
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relationships among scene objects. In [3], an extension of
rectangle algebra [7] was proposed for the determination of
structure properties, such as its stability or the consequences
after some external influences act. On the other hand, in [4], a
qualitative physics method was presented for the examination
of the structure properties. In these two works, the action se-
lection was made by measuring all possible shots in terms of a
heuristic value function which depends on the shot’s influence
on the structures. On the other hand, in [5], a decision making
under uncertainty scheme was applied for selecting of the
most appropriate target according to an utility function. The
main advantage of the aforementioned works is their ability
to analyze the building blocks that consists of the structure
of a game scene, according to a number of factors, such as
stability, destruction impact, connection points, etc. Therefore,
they are able to discover the weaknesses of a building block
as well as the destruction induced on the structure due to its
demolishment.
An alternative work was presented in [8] that employs the

weight majority algorithm and the naïve Bayesian network for
selecting the most appropriate shot at each time step. However,
a disadvantage on this scheme is that the constructed feature
space is extremely large, since it incorporates a large amount
of information about the game scene. In addition, it requires
a huge amount of training data to be gathered in advance by
using a number of different playing agents. Also, an extra effort
is needed so as to manually label input data as positive (shots
in winning games) and negative (shots in losing games) exam-
ples. Another work was described in [9] based on amodel-based
methodology for learning the physical model of the world. For
this reason, a number of trajectories are evaluated in the approxi-
mated model by performing a maximum impact selection mech-
anism. Its main characteristic is its ability to consider a large
number of different trajectories and to the most appropriate one.
Finally, two quite similar agents that won the 2013 and 2014

AIBIRDS competitions are presented in [10] and [11], respec-
tively. The specific agents combine a number of different strate-
gies, some of which are simple, and select the most appropriate
one according to the structure of the game scene. In this way, as
each level is quite different, it has been shown that trying dif-
ferent strategies is much more possible to discover the strategy
that suits quite well to a specific level.

B. Proposed Scheme
In this work, we propose a Bayesian ensemble regression

framework for designing an intelligent agent for the Angry Birds
domain. The novelty of the proposed methodology lies in the
construction of an informative encoding scheme of the game
scenes, as well as its ability to make accurate predictions and
measure the effectiveness of each possible target through a com-
pact ensemble model. These aspects are very important since
they manage to build a low complexity agent, rendering it ap-
plicable in a real-time game such as Angry Birds.
Our methodology consists of the following two building

blocks.
• First, a novel tree-like structure is proposed for mapping
scenes of game levels, where the nodes represent different
material of solid objects. More specifically, each node of

the tree depicts solitary or merged adjacent objects, which
are constructed by the same material. This scene represen-
tation is informative as it incorporates all the necessary
knowledge about game snapshots, and simultaneously ab-
stract so as to reduce the computational cost accelerating
the learning procedure. The specific tree-like representa-
tion allows the construction of an efficient and simultane-
ously powerful feature space that can be used next during
the prediction process.

• Second, an ensemble learning approach [12] is designed
where every possible pair of “object material”/“bird type”
has its own Bayesian linear regression model for the esti-
mation of the expected return. In this way, the prediction
ability of our scheme becomes much more accurate as it is
able to distinguish possible associations between different
types of birds and objects’ materials. An ensemble inte-
gration framework based on the UCB algorithm [13] has
been employed, using the predictions of every regressor to
obtain the final ensemble prediction. After each shot, an
online learning procedure is executed in order to adjust the
model parameters of the selected regressor.

As experiments indicate, the proposed agent offers both flex-
ibility and robustness, achieving superior modeling solutions.
Additionally, our agent is compared with the results of all teams
participated in the last two AIBIRDS competitions, as well as
with the naive agent, which is a sufficient baseline evaluation
criterion. In all cases, the provided experimental results prove
the superiority of our solutions.
The remainder of this paper is organized as follows. The gen-

eral framework of our methodology is described step by step
in Sections II and III. Section II presents the proposed tree-
like structure, the feature extraction, and the feasibility prop-
erty of the tree nodes. Furthermore, Section III describes the
decision-making mechanism, which is composed of a Bayesian
ensemble scheme of linear regression models. In addition, the
learning process for updating the model parameters is also dis-
cussed. In Section IV, we assess the performance of the pro-
posed methodology reporting results obtained by applying our
method to levels of the Poached Eggs game set. Finally, in
Section V, we summarize the conclusions of this paper and give
suggestions for future work.

II. KNOWLEDGE REPRESENTATION
The proposedmethodology is focused on describing the game

scenes with an appropriate and useful structure so as to build
an efficient state–space representation. In addition, a decision-
making mechanism has been designed using a Bayesian en-
semble regression framework that offers robustness and adapt-
ability to dynamically changing situations. This is quite impor-
tant as the levels in Angry Birds are completely different to
each other, while each one of the shots produces extremely dif-
ferent game scenes. Our work is based on the Angry Bird Game
Playing software (version 1.32) [2].
Fig. 1 illustrates briefly the main building blocks of the pro-

posed approach. The whole procedure is repeated after each
shot, every time a bird is available at the slingshot. In the fol-
lowing, a step-by-step description of the proposed agent archi-
tecture is presented.
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Fig. 1. Flow diagram of the proposed method.

1) Construct the tree-like structure of the game scene and es-
tablish a feature space.

2) Examine the nodes feasibility in terms of their ability to be
reached (possible targets).

3) Predict the expected return of each feasible node (pos-
sible target) according to a Bayesian ensemble regression
scheme, which takes into account the type of the object’s
material that corresponds to the node and the bird avail-
able on the slingshot. The most appropriate node is then
selected as target.

4) Tap timing selection and perform shooting.
5) Adjust the model parameters of the selected regressor

using an online learning procedure.
In the rest of this section as well as in the next one, we meticu-
lously describe the specific parts of our methodology.

A. Tree-Like Structure Representation of Game Scenes

The computer vision module of the AIBIRDS Competition
platform is used to analyze the video game scenes. It provides
a list of all objects in the scene and identifies information
about their type, location, and bounding box. The particular vi-
sion component can recognize the next seven types of objects’
materials:

The state–space representation of the proposed method is
based on the construction of an efficient tree structure in an
attempt to arrange and manipulate all the scene objects and
their attributes into a compact structure. It consists of a number
of nodes that represent different spatial objects of the scene and
a number of edges between them that signify their relations.

Algorithm 1 sketches the main steps for the construction of
the proposed tree structure representation. The proposed tree
structure is created through a three-stage process. First, the tree
nodes that correspond to the objects of a game scene are cre-
ated and are positioned at the corresponding level. A complete
tree-like structure of the game scene is designed by scanning
a snapshot in the horizontal direction starting from the ground
(level 1). Each time a different object is encountered, a new node
is added to an appropriate level of the tree. After the creation of
a node for each object in a game scene, a virtual root node is
created at the highest level above all the other nodes.
After building the initial tree-like structure, a tree reduction

procedure is performed. During this phase, we traverse the tree
and merge nodes of either adjacent or same levels, in a recur-
sive manner. Merging is done between nodes that have the same
material type, are (approximately) adjacent, and whose (vertical
or horizontal) sides are of equal length. More specifically, two
nodes are considered to be approximately adjacent if the dis-
tance between their sides is equal or less than 5 pixels in the
actual game scene. Obviously, the merging procedure is not al-
lowed for the object’s type of pigs and TNTs. As is expected,
the merging procedure is capable of significantly reducing the
size of the tree and therefore the computational cost of the de-
cision making process, as it produces less possible targets for
shooting. An example of this phase is shown in Fig. 4 for the
game scene of Fig. 3, where the number of nodes is reduced
from 30 (initial phase) to 18. In this example, the complete
tree nodes that belong to the same or adjacent
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Fig. 2. Proposed tree-like structure consisting of 16 nodes at the first game
level.

levels of the complete (left) tree are merged into a single node
in the reduced (right) tree. Similarly, nodes , and

are merged together.
It must be noted that in the recursive procedure the direction

(vertical or horizontal) for merging nodes does not play any
significant role in most cases, since it leads to the same final
solution. However, in our experiments, priority is given to the
vertical direction, as we start merging nodes of adjacent levels.
More specifically, nodes of adjacent levels (vertical direction)
are merged first and, in the subsequent step, we merge nodes
of the same level (horizontal direction). The whole procedure is
repeated until no merging can be performed among tree nodes;
see, for example, Fig. 3.
Finally, after the tree reduction phase, the complete tree of

the game scene is designed. More specifically, edges among the
tree nodes of different levels are created, declaring a relation-
ship among them. In the tree-like structure, an edge between two
nodes is created in the case where a segment of an object repre-
sented by a node lies above an object represented by a node of
a lower level. At the same time, there must not be interfered an
object represented by another node between them. In this way,
a node is possible to have more than one parents, as objects of
more than one nodes of higher levels can be located above the
objects of that node. For example, in Fig. 2, node has three
parents as the objects represented by nodes , and are
located above it in the game scene. It is also worth noting that
the nodes that correspond to roof objects, i.e., objects that do not
have any other object above them, are connected immediately
with the root node. See, for example, nodes , and
in Fig. 2. Therefore, the proposed tree-like structure provides a
convenient and attractive layout of the objects relationships, as
well as a natural way for handling complex objects.

B. Feature Extraction
The tree-like structure framework allows us to extract quan-

titative features for each node of the tree. These features can
be used during the prediction process and are summarized as
follows.
• : Individual weight calculated as the product of the
object’s area with coefficient whose value de-
pends on the material of the object, i.e.,
. All types of objects have the same value for this coef-

ficient , except for Pig (P) and TNT (T) which have
a much larger value .

• : Distance (in pixels) to the nearest pig, normalized
to dividing the original distance by a threshold value
for the maximum distance (100 in our case).

• : Cumulative weight calculated as the sum of indi-
vidual weights of all ancestors of the node in the
tree, i.e., .

• : Distance from the farthest ancestor, normalized to
by dividing with a threshold value for the maximum

height (e.g., 200).
At this point, it is useful to present some technical informa-

tion about the calculation of the above features. First, the ob-
ject weights used for the calculation of the individual weight

, have been selected empirically. A larger coefficient value
is considered for both the Pig and TNT objects, in

order to distinguish objects of these types with slightly different
areas. For example, in Fig. 3, the areas of the pigs are nearly
the same and thus, a clear distinction among them is not evi-
dent if a small coefficient value is used, such as . How-
ever, this is not the case with the other object materials, due to
the merging procedure that is taking place during the construc-
tion of the tree-like structure. Moreover, the areas of the other
object materials that are encountered in a game scene present
much more diversity, in contrast to that of the Pig or TNT ob-
jects. Furthermore, it should be noted that the Euclidean dis-
tances among the objects are calculated based on their centers.
Finally, different threshold values for the maximum height and
the maximum distance from a pig have been considered. In this
context, our empirical analysis has shown that the above men-
tioned threshold values are the most suitable ones.
The above feature extraction strategy constructs an abstract

but powerful feature space for all possible targets of a game
scene. The proposed features are mostly spatial and concern in-
formation about geometrical, directional, and topological prop-
erties of all tree nodes. An example can be seen in Table I which
represents the feature values of all 16 nodes of the tree illustrated
in Fig. 2.

C. Feasibility Examination
The next step to our approach is to examine each node of

the reduced tree-like structure in terms of its possibility to be
reached (possible target). Reachability depends on the location
of the material objects and stable obstacles.
Infeasible situations can happen in cases where an object is

protected by a sheltering structure, making it not directly reach-
able for a bird; see, for example, Fig. 5(b). Moreover, it is pos-
sible for some stable obstacles in the path, such as hills, to block
a target [see, for example, the direct shot in Fig. 5(a)]. Therefore,
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Fig. 3. Step-by-step representation of the tree reduction procedure at the 16th level of the Poached Eggs season. Each bounding box illustrates an individual
object or a group of adjacent objects of the same material, and corresponds to a tree node. (a) Tree nodes that corresponds to the initial tree-like structure. (b) At the
second step, the tree nodes of adjacent levels (vertical direction) are merged. (c) At the third step, the tree nodes of the same level (horizontal direction) are merged.
(d) Finally, the tree nodes of adjacent levels are concatenated if it is possible. The tree reduction phase is completed since no nodes are available for concatenation.

Fig. 4. Tree-like structure representation at the 16th level of the Poached Eggs season, before and after tree reduction phase. (a) The initial tree-like structure
[Fig. 3(a)]. (b) The final tree-like structure [Fig. 3(d)].

an examination step is initially required at each node of the tree
so as to ensure that it is reachable.
Two different target points are considered for each tree node.

The first one corresponds to the center of the left outer side and
the second one to the center of the upper side of the node. Given
a target point in the game scene, two different trajectories are
returned by the trajectory planning module, which is provided
by the AIBIRDS competition software platform: 1) a direct shot
(angle 45 ); and 2) a high arching shot (angle 45 ).
Nevertheless, as the number of possible trajectories is infinite
(infinite release points), a larger variety of trajectories can be
also examined, which may lead to more effective shots.2 In this
way, for each one of the two possible target points of a tree
node, we examine the two aforementioned trajectories in order
to estimate the feasibility property of the node.
In the case where one of the possible targets (left or upper

node side) of a node can be reached directly from at least one of

2This was suggested by anonymous referees.

the available two trajectories, the specific node is labeled as fea-
sible [Fig. 5(a)]. Otherwise, it is labeled as infeasible [Fig. 5(b)]
and, thus, it cannot be treated as a possible target. Roughly
speaking, a shot is supposed to reach the target point directly, if
its trajectory does not intersect any material object or stable ob-
stacle located leftmost of the target object [see the high arching
shot in Fig. 5(a)]. If both targets are reachable by at least one
trajectory, priority is given to the target that corresponds to the
longest side. Nevertheless, in the case where both sides, targets,
of a node are of equal length, priority is given to the left side.
Additionally, if both trajectories are accepted for the selected
target, priority is given to the direct shot due to its effectiveness.
However, there are some special cases which are treated in a

different way.
• In the case of the white bird a node is considered as feasible
if its upper side can be reached directly by the bird’s egg
(Fig. 6), as opposed to the other types of birds.

• A tree node that represents a pig or a TNT is considered
to be feasible even if the corresponding pig or TNT is pro-
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TABLE I
FEATURE VECTORS ALONG WITH THE FEASIBLE AND TYPE LABELS FOR THE 16 TREE NODES OF FIG. 2

tected by material objects, which form its sheltering struc-
ture. This is not true only in the case where a steady struc-
ture (e.g., hills) protects them. This is adopted as the pigs
and TNTs are protected by other materials in most of the
cases. In the opposite case, the agent will mainly focus on
the destruction of the structures, without taking care of the
pigs that remain alive and protected in a game scene.

• Finally, the nodes that correspond to objects which are lo-
cated on the right of the rightmost pig, rolling stone, or
rolling wood are characterized as infeasible irrespectively
of being reachable.

After the feasibility examination phase, we end up with a set
which contains only the tree’s feasible nodes, denoted as .
Only the nodes that belong at are considered as pos-
sible targets, thereafter. For example, after the feasibility exam-
ination process, the feasible nodes of the tree-like structure pre-
sented in Fig. 2 are .

III. DECISION MAKING AND LEARNING PROCESS
The feasible nodes of the tree-like structure constitute a set of

possible targets of the scene, i.e., points to be hit by a bird. In our
approach, the task of the target selection has been made through
an ensemble regression framework. Specifically, as shown pre-
viously, each feasible node is described with a feature
vector . We assume that during the game a sequence of
game scores resulting from each shot are observed. This can
be seen as the target attribute that can be modeled using a linear
regression scheme of the form

(1)

In (1), is the order of the regression model and
is the vector of the unknown regression co-

efficients. According to this equation, the score is represented
as a linearly weighted sum of fixed basis functions denoted

as . The error
term is assumed to be zero mean Gaussian with variance ,
i.e., .
To construct the basis functions we have considered the

following strategy. First, a number of samples (feature vectors)
have been randomly collected from various game scenes.

More specifically, a random agent has been used in a number of
different levels, producing a variety of different game scenes.
This agent selects a possible object material as target in a uni-
formly random way. Afterwards, various features vectors are
extracted by using the game scenes, produced after the execu-
tion of a random shooting. Then, a hierarchical agglomerative
clustering approach has been performed to the collected features
creating a hierarchy of data clusters. In our scheme, the stan-
dardized Euclidean distance was used as a criterion for merging
pairs of clusters. At the end, a number of clusters were se-
lected from the agglomerative tree whose statistics were used
for building the basis functions and creating a kernel space.
In our approach, we have considered normalized Gaussian ker-
nels of the form

(2)

where represents the size of feature space. Also,
and are the mean

and variance of the th cluster, . It must be
noted that the number of clusters was not so crucial for the
performance of the method. For our experiments, a different
number of clusters (e.g., )
have been examined. Through our analysis it has been shown
that clusters are enough for the efficient representa-
tion of the state space. Moreover, we have noticed that having
a reasonable number of clusters does not affect the online
performance of our agent and keeps the complexity of the
prediction process at reasonable levels.
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Fig. 5. Tree’s node feasibility examination. (a) Represents a feasible node (pig) as it is reachable by at least one trajectory. The direct shot is infeasible due to the
fact that a hill is interposed between the slingshot and the target. (b) An infeasible node (wood) is represented as it is not directly reachable due to the tree-like
structure.

Fig. 6. Tap timing procedure for the white bird. Tapping is performed only
when the bird lies above the target (pig).

Now consider a sequence of input–target pairs of observa-
tions . Given the set of regression
model parameter values we can model the conditional
probability density of targets with the normal
distribution, i.e.,

(3)

where the matrix
of size is called the design matrix and is the identity
matrix of order .
An important issue when using a regression model is how to

define its order (number of basis functions). Models of small
order may lead to underfitting, while large values of may lead
to overfitting. One approach to tackle this problem is through
the Bayesian regularization framework [14], [15]. According to
this scheme, a zero-mean (spherical) Gaussian prior distribution
over weights is considered

(4)

where the hyperparameter is the inverse variance that controls
the strength of the prior and is the th-order identity matrix.

Thus, the posterior distribution of the weights is also Gaussian
and can be obtained as

(5)

where

and (6)

are its mean value and the covariance matrix, respectively.
As mentioned previously, we are interested in making predic-

tions for the score value. Suppose we have observed a sequence
of score values . According to the regres-
sion model, when examining a feasible node of the tree
(possible target) that has a feature vector , we can obtain
the posterior predictive distribution of its score which is also
Gaussian

(7)

where

(8)

This prediction can be used to evaluate a possible target of a
game scene by calculating the quantity

(9)

However, the decision about which is the optimum node to
be selected as target depends on the material type of objects
represented by a node, as well as the bird that is available to
the slingshot. Hence, a separate regression estimator is used for
every pair of material type bird, so as to enhance the accuracy
of the decision process. In our approach, we have applied an en-
semble scheme of regressors, where every combination of ma-
terial and bird type was assumed to have its own parametric re-
gression model. Therefore, since there are 7 objects 5 birds
35 combinations, we have 35 different linear regression models
with parameters . Every time only
a subset of these regressors become active based on the type of
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bird that is available on the slingshot and the type of object’s
material found in the game scene. The feasible nodes of
the tree are then evaluated by calculating the predicted reward
value , according to (9). This is achieved using the regression
model that corresponds to the pair of object material of
node and bird type.
The final step before generating a shot is to select the target

among all feasible nodes of the constructed tree. In our
approach, we have approached the ensemble regression model
as a multiarmed bandit model. The tradeoff between the need
to obtain new knowledge and to exploit the already obtained
knowledge to improve performance is one of the most funda-
mental problems encountered in nature. In this direction, we
have employed the upper confidence bound (UCB) strategy [13]
which offers a balance between exploration and exploitation
dilemma during learning process. According to the UCB frame-
work, wemaintain the number of times that each arm [type
of regressor ] has been played. The decision procedure is
determined by maximizing the following function:

(10)

where is the total number of plays so far (number of shots)
and is a tuning parameter of the UCB decision-making
process that is used to balance exploration and exploitation
(during our experiments, we have used ). Intuitively,
the UCB framework manages to balance between selecting
actions with good belief (targets with large reward prediction)
and/or actions which have large uncertainty [small ].

A. Tap Timing
After the selection of best among the tree’s feasible nodes
, the tap timing procedure is executed. Using the trajectory

planner component of the game playing framework the cor-
responding tap time is calculated in advance and a tapping is
performed right before the estimated collision point. In our ap-
proach the tap time strategy depends on the type of birds used.
• Red birds (Red) are the leader of the flock, but do not have
any special feature at their arsenal. Therefore, there is no
need for tapping.

• Blue birds (the Blues) split into a set of three similar birds
when the player taps the screen. The agent randomly per-
forms a tap in an interval between 65% and 80% of the
trajectory from the slingshot to the first collision object.

• Yellow birds (Chuck) accelerate upon tapping which is per-
formed randomly between 90% and 95% of the trajectory
in the case of high-arching shots (angle 45 ). In the case
of direct shots (angle 45 ), tap time is selected ran-
domly between 85% and 90% of the trajectory.

• White birds (Matilda) drop eggs in the target below them.
In this case, tapping is executed when the bird lies above
the target (see Fig. 6). As experiments have shown, this
strategy is very efficient for handling the specific type of
birds.

• Black birds (Bombs) are the most powerful member among
the birds. No tapping is performed by the agent during the
bird flight. The birds blow up in a short time period after
impinging on a scene object.

B. Online Learning of Model Parameters
The final step of the proposed scheme is the learning proce-

dure. Due to the sequential nature of data, a recursive estimation
framework has been followed for updating the regression model
parameters [15]. This can be considered as an online learning
solution to the Bayesian learning problem, where the informa-
tion on the parameters is updated in an online manner using new
pieces of information (rewards) as they arrive. The underlying
idea is that at each measurement we treat the posterior distribu-
tion of previous time step as the prior for the current time step.
Suppose the tree node has been selected based on the

Bayesian ensemble mechanism (10) that corresponds to the re-
gression model . Then, the selection frequency of
this regressor is increased by one, we shoot the target, and we
receive a score . The last constitutes a new observation
for the th regression model, i.e., which
is normally distributed

(11)

where is the feature vector of the selected tree
node .
We can now obtain the posterior distribution of weights

as

(12)
(13)

where we can obtain the following recursive forms:

(14)

(15)

The above equations constitute an efficient recursive proce-
dure for adjusting the model parameters of the winner regressor
, after shooting. That provides also the opportunity to monitor

learning process. In the beginning of the game (i.e., step 0), all
the information we have about the parameters of all regression
models is the prior distribution which is assumed to be
zero mean Gaussian with spherical covariance matrix

.
Algorithm 2 summarizes the basic steps of the proposed

method for playing the Angry Birds game.

IV. EXPERIMENTAL RESULTS
A series of experiments has been conducted in an effort to an-

alyze the performance of the proposed agent (AngryBER) in the
Angry Birds domain. Due to the low complexity of the general
framework where our agent is built up, the experiments have
taken place in a conventional PC.3 The source code of the agent
can be found in [16]. Our analysis has concentrated mainly on
the first two episodes from the freely available Poached Eggs
season of the Angry Birds game. Each one of the episodes con-
sists of 21 levels, which have to be passed, in order to assume
that the episode is successfully completed.
The following procedure was used for training the AngryBER

agent. Ten (10) complete passes of the previously mentioned
episodes have been sequentially executed. The agent remains at

3Intel Core 2 Quad (2.66 GHz) CPU with 4-GB RAM.
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the same level if he fails to destroy all pigs found in the game
scene. In order to evaluate our agent we have tried to comply
with the AIBIRDS competition rules [17]. Therefore, the agent
has at his disposal at least 3 min on average in order to complete
a game level, corresponding to a total time of 63 min for each
episode. It must be noted that the results have shown that our
agent needs only a part of the available time for a successful
episode completion.
In our experiments, we examine two variations of the An-

gryBER agent, named AngryBER and AngryBER , respec-
tively. The only difference between the two versions lies in the
consideration of a diverse set of features (Section II-A) that
are used to represent the feature space of each tree node. More
specifically, both of them use the first two distinctive features

that are referred to node’s personal weight and its dis-
tance from the nearest pig, respectively. However, they differ in
the way they examine the relation of nodes with their ancestors.
Roughly speaking, the first variation AngryBER takes into ac-
count the density of the structure that lies above each node ,
while the second AngryBER considers the height of the struc-
ture located above object materials.
In order to compare the AngryBER agent, we have used the

naive agent provided by [2], which uses an unsophisticated
strategy. More particularly, the naive agent shoots the birds
directly to the pigs, selecting randomly a pig as target, without
any further reasoning. It has been shown that the naïve agent
provides a sufficient baseline for agent’s evaluation as it is
indicated by the results provided in [18]. Moreover, we have
compared our agent with the agents proposed by all teams
participating in 2013 and 2014 AIBIRDS competitions [18]
(30 teams in total). It is worth mentioning that for the second
episode only results of the last year teams (2014) are provided
(ten teams in total), since an updated version of the vision
system was released only last year. This vision system is able
to detect the real shape of objects, ground, and hills.
We have run 30 independent experiments for each variation

of our agent. The results about the first two episodes of Poached
Eggs season are presented in Tables II and III, respectively. In
these tables, various measures of descriptive statistics about the

score reached per level are provided, in an effort to obtain amore
comprehensive comparison study. These are the mean, median,
minimum, and maximum scores found (measures of central ten-
dency), as well as the standard deviation and the interquartile
range IQR – (measures of variability) of scores.
A number of interesting remarks stems from our empirical

evaluation.
• The first and most impressive observation is that both vari-
ants of our AngryBER agent succeed to pass every level
with success. While it may seem easy at a first glance,
it is far from true as many agents fail most levels, since
the degree of difficulty increases continuously with every
successfully completed level. For example, only 15 out of
30 agents (50%) achieve to complete the 21st level of the
first episode. It becomes much more evident at the levels
of the second episode. In this case, the agents achieve to
pass approximately half of the levels (51% success rate).
More specifically, DataLab Birds (best agent’s perfor-
mance) achieves to pass 17 out of 21 levels (80% success
rate), while S-birds Avengers (worst agent’s performance)
achieves to complete only three levels (14% success rate).

• AngryBER obtains satisfactory scores in the majority of
levels. According to the results, the proposed agent man-
ages to reach (26) high scores at the levels of the two
episodes: 7 and 19 high scores obtained at the levels of the
first and second episodes, respectively.

• Additionally, our agents gained “3-stars” in a considerably
high percentage of visited levels. “3-stars” provides a
baseline that indicates superior performance. Gaining
“3-stars” could be considered as a measure of the agent’s
ability to destroy all pigs by using the least possible
number of birds. More specifically, AngryBER and
AngryBER have achieved to gain “3-stars” at 71% and
81% of the levels, respectively. On the other side, both
best performing agents, DataLab Birds and Plan A+, have
achieved to gain “3-stars” at 31% of the levels.

• Another interesting remark is that the mean scores of our
agents are always better than those of the benchmarks,
with a single exception for the first level of the first
episode. Particularly, the expected total reward gained by
AngryBER and AngryBER agents at the first episode is
914 039 (11th place) and 967 160 (3rd place), respectively.
On the other hand, the expected total reward gained by the
proposed agents at the second episode is 1 120 459 (1st
place) and 1 154 292 (1st place), respectively. Moreover,
the best total reward that could be achieved by the An-
gryBER agent at the first and second episodes is 1 055 790
(1st place) and 1 363 840 (1st place), respectively. Addi-
tionally, the best total reward that could be achieved by
the AngryBER agent at the two episodes is 1 096 520 (1st
place) and 1 394 856 (1st place), respectively. Another
point that should be highlighted is that if we consider the
median statistic, our agent performs significantly better
than half of the agents provided by the benchmarks.

• Finally, robustness is a key feature of our method as indi-
cated from the small values on both variability measure-
ments (standard deviation and interquartile range) in most
levels.
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TABLE II
PERFORMANCE STATISTICS AT THE 21 LEVELS OF THE FIRST POACHED EGGS EPISODE

The presented experimental results highlight the supe-
riority of both variations of our proposed approach over
many existing methods. Nevertheless, the second variant,
AngryBER , performs slightly better than the first one, An-
gryBER . This is more apparent in difficult levels. Moreover,

AngryBER has reached 18 out of 26 high scores found by
both agents, and has gained “3-stars” at 34 out of 42 levels in
total, while AngryBER has gained “3-stars” at 30 out of 42
levels. Additionally, it becomes evident that the total return
gained by AngryBER in both episodes, and especially in the
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TABLE III
PERFORMANCE STATISTICS AT THE 21 LEVELS OF THE SECOND POACHED EGGS EPISODE

case of the first one, is quite higher than that of AngryBER .
Thus, we conclude that the consideration of the height of the
structure lying above a tree node (feature ) seems to be
more effective than the information of the structure’s density
(feature ).

Another impressive characteristic of the proposed scheme is
its ability to speed up the learning process and discover good
policies quickly. This is attributed to the efficient tree-like struc-
ture representation in combination with the ensemble learning
strategy. In this context, AngryBER agent is robust and adaptive
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as it is able to identify the effectiveness of various bird types in
destructing particular materials.
Finally, the AngryBER agent joined the 2014 AIBIRDS

competition, managing to win the 2nd prize. Our competition
participation gave us the opportunity to assess the performance
and generalization capability of our agent at unknown chal-
lenging levels. As was proved, the AngryBER agent can cope
with success in most of the assigned levels. The competition
results can been found in [19].

V. CONCLUSION AND FUTURE WORK

In this work, we presented an advanced intelligent agent for
playing the Angry Birds game, based on an ensemble of re-
gression models. The key aspect of the proposed method lies
on an efficient tree-like scene representation. This allows the
exploitation of its superior modeling capabilities to establish a
rich feature space. An ensemble scheme of Bayesian regression
models is then proposed, where different regressors for each
pair of bird-material type are combined and act in a competi-
tive fashion. The target is then selected according to the UCB
decision-making process, which aims at gaining new knowl-
edge by exploring its environment and exploiting its current,
reliable knowledge. Learning procedure is achieved in terms of
an online estimation framework. Experiments on several game
levels demonstrated the ability of the proposed methodology
to achieve improved performance and robustness compared to
other approaches on the Angry Birds domain.
Although we have investigated the performance of the pro-

posed method in a variety of challenging levels, we are planning
to examine its generalization capabilities more systematically to
more advanced levels. Since the tree-like structure is very effec-
tive and general, another future research direction is to examine
the possibility of enriching the feature space with alternative
topological features, which can be extracted from the proposed
lattice structure, as the ones suggested by [3]. A general issue
in the regression analysis is how to define the proper number of
basis functions. Sparse Bayesian regression offers a solution to
the model selection problem by introducing sparse priors on the
model parameters [14], [20], [21]. During training, the coeffi-
cients that are not significant are vanished due to the prior, thus
only a few coefficients are retained in the model which are con-
sidered significant for the particular training data. This consti-
tutes a possible direction for our future work that may improve
further the proposed methodology. Finally, alternative regres-
sion mechanisms could be applied, such as Gaussian processes,
etc. [22].
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