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Abstract
This paper presents a novel method for designing

type-I and type-II single and double output TSC Berger
code checkers taking into account a realistic fault model
including stuck-at, transistor stuck-open, transistor stuck-
on, resistive bridging faults and breaks. A benefit of the
proposed type-I single and double output checkers is that
all faults are testable by a very small set of code words the
number of which does not increase with the information
length, that is, the checkers are C-testable. The proposed
double output checkers are two-times faster than the
corresponding single output checkers, but require for their
implementation twice as many  transistors as the single
output checkers. The proposed single output checkers are
the first known TSC Berger code checkers in the open
literature, while the type-I single output checkers are near
optimal with respect to the number of the transistors
required for their implementation.  The checkers of this
paper, with either, single or double output are significantly
more efficient, with respect to the implementation area and
speed, than the  already known from the open literature
Berger code checkers.

Index Terms
Self-Checking Circuits, Totally Self-Checking Circuits,
Berger Codes, Unidirectional Errors.

I. Introduction

Self Checking Circuits (SCC) [1] are widely used in
applications with high reliability requirements, due to their
ability to detect errors on line during the normal system
operation. The errors covered include those caused by
permanent, transient as well as intermittent faults. A SCC
consists of a functional circuit, whose output words belong
to a certain code, and a checker that monitors the output of
the functional circuit and indicates if it is a code or a non-
code word.

The reliability of a SCC depends on the ability of its
checker to behave correctly despite the possible occurrence

of internal faults. It has been shown that this is achieved
when the checker satisfies either the Totally Self Checking
(TSC) [2] or the Strongly Code-Disjoint (SCD) [3]
property. In this paper we will take into account the TSC
property. The TSC checker is a circuit which satisfies the
self-testing, fault secure and code disjoint properties [2, 4].

It has been observed for many years that a large
number of errors in VLSI circuits and compact laser disks
are of unidirectional type [5-7]. Berger codes [8] are the
least redundant separable codes among the All
Unidirectional Error Detecting (AUED) codes [9]. For k
information bits, the check part has length r = log2(k+1).
There are two different encoding schemes for Berger code:
B0 and B1. The B0 encoding scheme uses the binary
representation of the number of 0’s in the information bits
as the check symbol, whereas the B1 encoding scheme uses
the ones complement of the number of 1’s in the
information bits.

Due to the wide use of Berger codes, several design
methods of Berger code checkers were proposed in the
open literature [10-17]. The checkers given in [10-15] are
TSC only with respect to single stuck-at faults; only the
checkers designed in [16, 17] are TSC with respect to a
realistic fault model [24] including stuck-at, transistor
stuck-open, transistor stuck-on and resistive bridging faults.
Apart from the above the checkers given in [17] have  the
advantage that require less area and feature higher speed
than the checkers proposed in [14-16]. However, the
checkers proposed in [17]  have static power consumption.

In this paper a new method for designing TSC Berger
code checkers is proposed. The checkers designed
according to this method are TSC  with respect to stuck-at,
transistor stuck-on, transistor stuck-open,  resistive bridging
faults and breaks. The proposed checkers are significantly
more efficient, with respect to area and speed, than the
already known TSC Berger code checkers. Apart from this
the proposed checkers have significantly lower power
consumption than the checkers  given in [17]. We use the
B1 encoding scheme, but the modifications for B0 scheme
are straightforward.
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There are cases that a single output TSC checker with
its output two rail-encoded in time may have some
advantages over the double output checker [19, 20]. To this
end, apart from double output we also present single output
TSC Berger code checkers.

7KURXJKRXW WKLV SDSHU WKH IROORZLQJ QRWDWLRQV DUH XVHG �

• 92+0,1 �92/0$;� LV WKH PLQLPXP +,*+ �PD[LPXP

/2:� YROWDJH DW WKH RXWSXW RI D FLUFXLW�

• 9WQ �9WS� LV WKH WKUHVKROG YROWDJH RI QPRV �SPRV�

WUDQVLVWRU�

• �n, (�p) is the gain factor of nmos (pmos) transistors.
• .3Q �.3S) is the Spice parameter for �n

�Cox (�p
�Cox).

• Wni/Lni (Wpi/Lpi) is the ratio of nmos (pmos) transistor i.
• r is the number of check bits of the Berger code.
• n is the number of information bits of the Berger code.
• W(X) denotes the Hamming weight of the vector X, that

is, the number of  ones.
 
,,���'HVLJQ�0HWKRG

The design of the proposed in this paper Berger code
checkers is based on a  circuit called �U� Q� aggregate-weight
threshold circuit.
$����U��Q��DJJUHJDWH�ZHLJKW�WKUHVKROG�FLUFXLW�

We call  the circuit of figure 1 an �U� Q� aggregate-
weight threshold circuit and its operation is given by the
following definition.
'HILQLWLRQ �� $ FLUFXLW ZLWK U�Q LQSXWV &U��� &U��� «� &� DQG

;Q��� ;Q��� «� ;�� DQG RQH RXWSXW� 287� LV DQ �U� Q�

aggregate-weight threshold circuit iI IRU

W X Cr
r Cr

r C( ) ...≥ −
− + −

− + +12 1
22 2

0
JLYHV 287 � HOVH 287 ��

In the circuit of figure 1 tKH QPRV WUDQVLVWRUV T�� T��

«� TQ�� KDYH EHHQ FKRVHQ WR KDYH WKH VDPH ZLGWK DQG WKH

VDPH OHQJWK� 7KHUHIRUH WKH FLUFXLW RI ILJXUH � ZLOO EH DQ �U�

Q� aggregate-weight threshold circuit if WKH VL]HV RI WKH

SPRV WUDQVLVWRUV VDWLVI\ VRPH UHODWLRQV� 7R GHULYH WKRVH

UHODWLRQV WKH IROORZLQJ GHILQLWLRQV DUH QHFHVVDU\�

'HILQLWLRQ �� 7KH ZHLJKW 7:�3D� RI D WUDQVLVWRU 3D� D∈>�� U�
�@� LQ DQ �U� Q� DJJUHJDWH�weight threshold circuit LV HTXDO
WR N LI WKH FLUFXLW RSHUDWHV DV IROORZV �

:KHQ DPRQJ WKH WUDQVLVWRUV 3L � IRU L  �� �� «� U��� RQO\

WKH WUDQVLVWRU 3D LV FRQGXFWLYH� WKDW LV &D � DQG &L � IRU

L∈>�� U��@ DQG L≠D� WKHQ ZH KDYH 287 � LI DW OHDVW N RI WKH

LQSXWV ;M� M∈>�� Q��@� DUH HTXDO WR RQH� HOVH ZH KDYH

287 ��

'HILQLWLRQ �� 7KH DJJUHJDWH ZHLJKW $:�3D�� 3D�� «�� 3DP��

RI D FRPELQDWLRQ RI WUDQVLVWRUV 3D�� 3D��«� 3DP RI WKH �U� Q�

DJJUHJDWH�ZHLJKW WKUHVKROG FLUFXLW� ZLWK D�� D�� «� DP ∈>��
U��@� LV HTXDO WR N LI WKH FLUFXLW RSHUDWHV DV IROORZV �

ZKHQ DPRQJ WKH WUDQVLVWRUV 3L� IRU L  �� �� «� U��� RQO\ WKH

WUDQVLVWRUV 3D�� 3D�� «� 3DP DUH FRQGXFWLYH WKHQ ZH KDYH

287 � LI DW OHDVW N RI WKH LQSXWV ;M� M∈>�� Q��@� DUH HTXDO
WR RQH� HOVH ZH KDYH 287 ��

:H QRWLFH WKDW ZKHQ :�;� N� WKHQ N RI WKH

WUDQVLVWRUV T�� T�� «� TQ�� DUH FRQGXFWLYH� &RQVHTXHQWO\�

WDNLQJ LQWR DFFRXQW WKH GHILQLWLRQ �� WKH GHILQLWLRQ RI WKH �U�

Q� DJJUHJDWH ZHLJKW WKUHVKROG FLUFXLW LV HTXLYDOHQW WR WKH

IROORZLQJ GHILQLWLRQ�

'HILQLWLRQ �� 7KH FLUFXLW RI ILJXUH � LV DQ �U� Q� DJJUHJDWH�

ZHLJKW WKUHVKROG FLUFXLW LI IRU HDFK LQSXW YHFWRU &U��� &U���

«� &�� WKH DJJUHJDWH ZHLJKW RI WKH FRQGXFWLYH SPRV

WUDQVLVWRUV P P Pa a ai0 1, , ,� � ZLWK D�� D�� «� DL ∈ >�� U��@� LV

HTXDO WR C C Cr
r

r
r

−
−

−
−⋅ + ⋅ + +1

1
2

2
02 2 ... �

,Q WKH VHTXHO ZH SUHVHQW WKH GHVLJQ SURFHGXUH RI WKH

�U� Q� DJJUHJDWH ZHLJKW WKUHVKROG FLUFXLW�

'HVLJQ 3URFHGXUH�

'HVLJQ WKH FLUFXLW RI ILJXUH � VR WKDW WKH DVSHFW

UDWLR :3D�/3D RI HDFK 3D IRU D ������ «� U��� WR VDWLVI\

WKH UHODWLRQ

��
D
����U����4�≤ :3D�/3D ≤ �
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7R SURYH WKDW WKH FLUFXLW GHVLJQHG E\ WKH DERYH

'HVLJQ 3URFHGXUH LV DQ �U� Q� DJJUHJDWH�ZHLJKW WKUHVKROG

FLUFXLW WKH IROORZLQJ WKHRUHP LV QHFHVVDU\�

7KHRUHP �� /HW :Q�/Q EH WKH DVSHFW UDWLR RI WKH QPRV

WUDQVLVWRUV T�� T�� «� TQ��� DQG :3D�/3D EH WKH DVSHFW UDWLR

RI WKH WUDQVLVWRU 3D RI WKH �U� Q� DJJUHJDWH�ZHLJKW WKUHVKROG

FLUFXLW� ZLWK D∈>�� U��@� ,I �N���4� ≤ :3D�/3D ≤ N
�
4� WKHQ

WKH ZHLJKW RI WUDQVLVWRU 3D LV 7:�3D�  N�
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3URRI� &RQVLGHU WKH �U� Q� DJJUHJDWH�ZHLJKW WKUHVKROG

FLUFXLW RI ILJXUH � DQG WKDW DPRQJ WKH WUDQVLVWRUV 3L � ZLWK

L∈>�� U��@� RQO\ WKH WUDQVLVWRU 3D LV FRQGXFWLYH� WKDW LV &D �

DQG &L � IRU L∈>�� U��@ ZLWK L≠D �WKHQ WKH FLUFXLW RI ILJXUH �

LV HTXLYDOHQW WR PRGXOH ' RI WKH FLUFXLW RI ILJ� � LQ >��@��

7KHQ DFFRUGLQJ WR WKH GHILQLWLRQ � WKH ZHLJKW RI WUDQVLVWRU

3D LV 7:�3D�  N LI �

when k or more inputs Xi of the circuit of figure 1 are high
then the output OUT is high else OUT is low. Such a circuit
will be called a k-weight threshold circuit and a  systematic
method to design such a circuit has been given in [18]. In
[18] we have shown that such a circuit is a k-weight
threshold circuit as long as the ratio of the transistor aspect
ratios satisfy the following relation :

�N���4� ≤ :3D�/3D ≤ N
�
4�

ZKHUH 92+0,1� 92/0$; UHIHU WR WKH RXWSXW RI WKH WKUHVKROG

FLUFXLW DW WKH SRLQW )� ■
:KHQ ZH FRQQHFW WZR WUDQVLVWRUV LQ SDUDOOHO WKH WRWDO

FRQGXFWDQFH LV WKH VXP RI WKH FRQGXFWDQFH RI HDFK

WUDQVLVWRU� 7KH FRQGXFWDQFH RI D WUDQVLVWRU LV DSSUR[LPDWHG

LQ >��� S� ��@ IRU WKH OLQHDU DQG VDWXUDWLRQ UHJLRQV

UHVSHFWLYHO\� E\ WKH IROORZLQJ UHODWLRQV�

*OLQHDU  .3
�
:�/

�
9GUDLQ�VRXUFH�DQG

*VDWXUDWLRQ  .3
�
:�/

�
�9JDWH�VRXUFH���9WKUHVKROG�

$VVXPLQJ WKDW DOO WKH FRQGXFWLYH SPRV �RU QPRV�

WUDQVLVWRUV LQ SDUDOOHO KDYH WKH VDPH JDWH YROWDJH� WKH\ DUH

DOO LQ WKH VDPH UHJLRQ RI RSHUDWLRQ� VR ZH FDQ VLPSOLI\ WKH

DERYH HTXDWLRQ LQWR WKH *  I
�
:�/� ZKHUH I LV D IDFWRU WKDW

GHSHQGV RQ WKH UHJLRQ RI RSHUDWLRQ RI WKH WUDQVLVWRUV� 6R IRU

WZR WUDQVLVWRUV FRQQHFWHG LQ SDUDOOHO ZH KDYH *WRWDO  

*� �*�  I
�
�:��/� � :��/�� � 7KHUHIRUH� LI ZH FRQQHFW LQ

SDUDOOHO WZR SPRV �RU QPRV� WUDQVLVWRUV RI UDWLRV :��/� DQG

:��/� WKHQ ZKHQ WKH\ DUH ERWK FRQGXFWLYH WKH\ KDYH WKH

VDPH FRQGXFWDQFH ZLWK RQH SPRV �RU QPRV� RI UDWLR

:��/��:��/� ZKLFK LV DOVR FRQGXFWLYH�

7KHRUHP �� 7KH FLUFXLW GHVLJQHG E\ 'HVLJQ 3URFHGXUH LV

DQ �U� Q� DJJUHJDWH�ZHLJKW WKUHVKROG FLUFXLW�

3URRI� $FFRUGLQJ WR 'HVLJQ 3URFHGXUH IRU HDFK WUDQVLVWRU

RI D FRPELQDWLRQ 3D� 3D�� «� 3DP ZLWK D�� D�� «� DP ∈>�� U�
�@� ZH KDYH�

��
DL
����U����

�
4� ≤ :3DL�/3DL ≤ �

DL�
4�� IRU L �� �� «� P�

,I ZH DGG WKH DERYH UHODWLRQV IURP L � WR L P� ZH JHW

��
D�
�«��

DP
�P��U����

�
4� ≤ :3D��/3D��«� :3DP�/3DP ≤

��
D�
�«��

DP
�
�
4�

$V ZH KDYH DOUHDG\ VKRZQ� WKH SDUDOOHO FRQQHFWLRQ RI

FRQGXFWLYH WUDQVLVWRUV 3D� 3D�� «� 3DP LV HTXLYDOHQW WR D

VLQJOH WUDQVLVWRU 3WRWDOZKLFK KDV UDWLR

:SWRWDO � /3WRWDO  :3D��/3D��«� :3DP�/3DP

7KHQ WDNLQJ LQWR DFFRXQW WKH DERYH DQG WKH IDFW WKDU P�U��

ZH KDYH

��
D�
�«��

DP
���

�
4� ≤ :3WRWDO�/3WRWDO ≤ ��

D�
�«��

DP
�
�
4�

7KH DERYH UHODWLRQ LPSOLHV WKDW WKH WUDQVLVWRU 3WRWDO VDWLVILHV

7KHRUHP � DQG WKH ZHLJKW RI 3WRWDO LV

7:�3WRWDO� 2
1

ai

i

m

=
∑ ZKLFK PHDQV� $:�3D�� «�3DP� 2

1

ai

i

m

=
∑ �

7KHQ WKH DERYH UHODWLRQ LPSOLHV WKDW HDFK FRPELQDWLRQ RI

FRQGXFWLYH WUDQVLVWRUV 3D�� 3D�� «� 3DP ZLWK D�� D�� «�

DP∈>�� U��@ KDV DJJUHJDWH ZHLJKW �
D�
��

D�
�«��

DP
� 7DNLQJ

LQWR DFFRXQW WKDW WKH WUDQVLVWRUV 3D�� 3D�� «� 3DP DUH

FRQGXFWLYH ZKHQ WKH LQSXWV &D�� &D�� «� &DP DUH HTXDO WR

]HUR ZH FRQFOXGH WKDW IRU HDFK LQSXW YHFWRU &U��&U��«&� WKH

DJJUHJDWH ZHLJKW RI WKH FRQGXFWLYH WUDQVLVWRUV LV HTXDO WR

C C Cr
r

r
r

−
−

−
−⋅ + ⋅ + +1

1
2

2
02 2 ... � ■

%� 6LQJOH DQG 'RXEOH 2XWSXW %HUJHU &RGH

&KHFNHUV�
 CRQVLGHU WKH FLUFXLW RI ILJXUH � ZKLFK UHVXOWV IURP WKH

FLUFXLW RI ILJXUH � LI ZH DSSHQG WKH SPRV WUDQVLVWRU 3I and
the nmos transistor TI� 7UDQVLVWRU 3I KDV WKH VDPH ZLGWK DQG

OHQJWK ZLWK WUDQVLVWRU 3�� ZKLOH WUDQVLVWRU TI� LV LGHQWLFDO WR

WKH WUDQVLVWRUV T�� T�� «� TQ��� &RQVLGHU IRU WKH WLPH EHLQJ

WKDW , �� 7KHQ� DFFRUGLQJ WR GHILQLWLRQ ��

7:�3I� 7:�3�� �
�
 �� 3I LV SHUPDQHQWO\ FRQGXFWLYH VR ZH

KDYH $:�3D�� 3D�� «�3DP� 3I� 

�� 2
1

ai

i

m

=
∑  C C Cr

r
r

r
−

−
−

−⋅ + ⋅ + +1
1

2
2

02 2 ... ��

7KHQ WDNLQJ LQWR DFFRXQW 'HILQLWLRQ � ZH KDYH �

LI :�;� ≥ Cr
r Cr

r C− ⋅ − + − ⋅ − + +1 2 1
2 2 2

0... �� WKHQ

287 �� HOVH 287 �� 1RZ WDNLQJ LQWR DFFRXQW WKH YDOXH RI

LQSXW , ZH FRQFOXGH WKDW WKH RSHUDWLRQ RI WKH FLUFXLW RI

ILJXUH � LV GHVFULEHG E\ WKH IROORZLQJ UHODWLRQV�

LI :�;� I� ≥ C C Cr
r

r
r

−
−

−
−⋅ + ⋅ + +1

1
2

2
02 2 ... �� WKHQ 287 ��

HOVH 287 � RU HTXLYDOHQWO\ LI

:�;��:�I� ≥ C C Cr
r

r
r

−
−

−
−⋅ + ⋅ + +1

1
2

2
02 2 ... �� WKHQ

287 � � HOVH 287 ��

7DEOH � SUHVHQWV WKH YDOXH RI WKH RXWSXW RI WKH FLUFXLW RI

ILJXUH � IRU DOO SRVVLEOH LQSXW FRPELQDWLRQV� &RQVLGHU WKDW

WKH LQSXW I LQ ILJXUH � LV GULYHQ E\ WKH V\VWHP FORFN� ; �;��

;�� «� ;Q��� LV WKH LQIRUPDWLRQ SDUW DQG & �&�� &�� «� &U�

�� LV WKH %HUJHU FRGH V\PERO FRUUHVSRQGLQJ WR ;� :KHQ WKH

LQSXW YHFWRU ;& LV D %HUJHU FRGH ZRUG DQG WKH FLUFXLW LV

IDXOW IUHH WKHQ GXULQJ D SHULRG RI WKH VLJQDO , WKH RXWSXW

287 JHWV WKH YDOXHV ��� ��� When the input vector is not a
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)LJXUH � )LJXUH �

&RQGLWLRQ 287
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287�� 287�

, � , �

:�;� � C Cr
r

−
−⋅ + +1
1

02 ... � � �� � �� �

:�;�  C Cr
r

−
−⋅ + +1
1

02 ... � � �� � �� �

:�;� ! C Cr
r

−
−⋅ + +1
1

02 ... � � �� � �� �

code word then during a period the output OUT gets the
values (1, 1) or (0, 0). ,Q RWKHU ZRUGV WKH FLUFXLW RI ILJXUH �
LV D VLQJOH RXWSXW %HUJHU FRGH FKHFNHU� As in the case of the
single output comparator given in [20] the output of the
checker can be simply checked using a flip flop. The flip
flop is triggered by a clock signal identical to the system
clock, but delayed with respect to system clock, by a
suitably chosen time interval (taking into account the
checker input/output delay and the flip flop setup time).
The output of the checker is sampled on both the triggering
signal rising and falling edges (as the flip flop presented in
[26]).

From the above it is easy to see that the checker
input/output delay, td, plus the flip flop setup time ts, must
be smaller than the half of the period of the system clock.
This implies that the single-output TSC Berger code
checker can be used only in systems with period greater
than 2.(td+ts) (the same comment concerns the single output
comparators given in [20]). However as we will see the
delay of the proposed single output checkers is very small,
thus they can be used in most applications.

The implementation of the single-output TSC Berger
code checker requires n+r+4 transistors, where n+r is the
number of inputs. Taking into account that the
implementation of a function requires at least as many
transistors as the number of its inputs, we conclude that the
proposed checker is near optimal with respect to the
number of the required for its implementation transistors.

The double output Berger code checker is given in
Figure 3. Module L0 as well as  module L1 is identical to
module L of figure 2. The input I is driven by a clock signal
with the half frequency of feeding inputs to the checker.
This feeding frequency is usually equal to the frequency of
the system clock, therefore the signal driving input I can be
easily obtained from the system clock using a T flip flop.
The operation of the circuit is described in Table 1.

The manufacturability of the proposed checkers depends
on the manufacturability of the (r, n) aggregate-weight
threshold circuit. This circuit is a ratioed circuit. A problem
of a ratioed circuit is that its correct operation depends on
the conductance values of nmos and pmos transistors as
well as the other circuit parameter’s values. It is well known
that fluctuations in integrated circuit manufacturing
processes cause deviations on the actual values of the
parameters from their nominal values. Designing the (r, n)
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)LJXUH �� 7\SH�, 'RXEOH RXWSXW FKHFNHU�

aggregate-weight threshold circuit we choose the values of
Wp, and Lp so that the value of Wp/Lp to be in the middle of
the range given by relation (1). Then due to  statistical
variations of the device characteristics the range can be
shortened or shifted to the left or to the right but the value
of Wp/Lp will remain within the range, therefore the
manufactured IC will operate correctly. As the value of r
becomes greater the range defined by relation (1) becomes
shorter  and the yield of the manufacturing process will
become smaller. With the improvement of a manufacturing
process the circuit parameters deviation becomes smaller
and (r, n) aggregate-weight threshold circuits for larger
values of r can be constructed. However, given the quality
of a manufacturing process there exist a maximum value of
r for which Berger code checkers can be constructed
following our method.

 In the sequel we will modify the proposed Berger
code checker with r-1 check bits, in order to implement the
checker for the Berger code with r check bits. That is, we
increase by one the maximum value of r for which we can
construct Berger code checkers following our method. (
Note that increasing by one the value of r we double the
length of the information word for which we can construct
Berger code checkers.) Let's assume that we have to design
the Berger code checker for the case of n information bits
X0, X1, ..., Xn-1 and r check bits C0, C1, ..., Cr-1  ( 2

r-1 ≤ n ≤
2r-1 ). Then for a code word
W(X) = C C Cr

r
r

r
−

−
−

−⋅ + ⋅ + + ⋅1
1

2
2

0
02 2 2... RU

W(X) = n - (Cr
r Cr

r C− ⋅ − + − ⋅ − + + ⋅1 2 1
2 2 2

0 20... ) RU

W(X) = n - 2 +1+ (Cr
r

r C−
−⋅ + + ⋅1
1

0
02 2... ) RU

W(X) + 2 - n -1 = (Cr
r

r C−
−⋅ + + ⋅1
1

0
02 2... ) �

,Q RWKHU ZRUGV� X0, X1, ..., Xn-1 , C0, C1, ..., Cr-1 is a code
word if the following equivalent relations are satisfied:
W(X)= C C Cr

r
r

r
−

−
−

−⋅ + ⋅ + + ⋅1
1

2
2

0
02 2 2...

DQG W(X) + 2 - n -1 = (Cr
r

r C−
−⋅ + + ⋅1

1
0

02 2... ) �

Since these two conditions are equivalent, we choose to check
the validity of the first for Cr-1=1 and the validity of the
second for Cr-1=0, so the relations become:
If Cr-1=1 then W(X)=C C Cr
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The meaning of relations (2) and (3) is that depending on
the value of Cr-1 we can count zeros or ones. These relations
lead us to the circuit of figure 4, where module L has been
designed following the design method of section II for r-1
check bits and n information bits and the aspect ratio of
transistor qmod is given by the relation Wmod/Lmod = (2r-n-
1)Wqi/Lqi. Obviously, for n=2r-1 (complete Berger code)
transistor qmod is not appended. For &U�� � DQG &U�� � WKH

FLUFXLW RI ILJXUH � FKHFNV UHVSHFWLYHO\ WKH YDOLGLW\ RI

UHODWLRQV ��� DQG ���� :H FDQ HDVLO\ YHULI\ WKDW WKH FLUFXLW RI

ILJXUH � LV D VLQJOH RXWSXW %HUJHU FRGH FKHFNHU ZRUNLQJ

VLPLODU WR WKDW RI ILJXUH �� 7KH GHVLJQ RI WKH FRUUHVSRQGLQJ

GRXEOH RXWSXW FKHFNHU LV REYLRXV�

III.  Testability Analysis.

All the inverters used in these circuits are designed with n-
dominate logic.
A. Type-I single output checkers.

 The transistor PI or transistor t1 stuck-on fault is not
detected, but after its occurrence the checker remains code
disjoint. Furthermore if this fault is followed by one of the
other considered faults, the resulting fault is detectable. All
the other stuck-at, transistor stuck-open and transistor
stuck-on faults are detected by a codeword.

The self-checking capability with respect to resistive
bridging faults and break faults on device terminals has
been evaluated with extensive circuit-level simulations.
Resistive bridging faults (RBFs) between two transistor
terminals or between two inputs have been considered. All
RBFs with connecting resistance R ∈ [0,Rmax] are detected,
where Rmax depends on the sizing of the transistors and the
information length. We are interested for resistances in the
range [0, 6K
@ [23]. For the 8 bit Berger code checker of
figure 2 and an implementation in � 1µm technology with
transistor aspect ratios (W/L)pm0=5/1, (W/L)pm1=10/1,
(W/L)pm2=20/1, (W/L)pm3=41/1, (W/L)pmI=5/1 and
(W/L)nmi=2/1, for i=1 to n, the value of Rmax is 6K
 for all

cases except the following faults: a. Rmax = 4,9K
 for the
gate - source bridging fault of transistor qi, i∈[1, n], b. Rmax

= 3,2K
 for the gate - source bridging fault of transitor p0,
c. The gate - source bridging fault of transistor pI is
undetectable. During the simulation the inputs of the
checker are driven by standard cell inverters with aspect
ratios (W/L)p=12 and (W/L)n=6. For the 16bit checker we
found negligible differences in the values of Rmax.

The proposed checkers are Self Testing for all break
faults on device terminals.

The test set of the checker consists of a) the vectors
that are required so as to apply 0 and 1 at each input Xi with
i∈[0, n-1] and at each input Cj with j∈[0, r-1] and b) the
vectors that are required so as to apply the pattern 01 or 10
to any adjacent inputs Xi, Xi+1 with i∈[0, n-2] and Cj, Cj+1

with j∈[0, r-2]. When n=2r-1 the test set consists of 4 code
words. For example, when n=7 the test vectors are (&�&�&��

;�;�;�;�;�;�;�) = (000, 1111111), (111, 0000000),
(101, 0000011) and (011, 1010101). When n<2r-1, a code
word with all the check bits equal to 0 does not exist.
Therefore we have to apply two code words with check
parts respectively 011…1 and 100…0, which always exist,
so that each input Cj to take the value 0. Therefore in this
case the test set consists of 5 vectors. The above implies
that the type-I single output checkers are C-testable, that is,
the cardinality of the test set does not increase with the
information length.
B. Type-I double output checkers.

The testability analysis of the double output checker
of figure 3 is similar to that of figure 2 except of a stuck-at
0 or 1 fault on line I, which is undetectable. The problem
can be overcame reducing the occurrence probability of
these faults by suitably designing the circuit layout [25] and
to detect them doing periodic off-line testing [22], similar
to what is typically done to reveal the occurrence of faults
on the system clock signal. The test set of this double
output checker is the same with that of the single output
checker of figure 2 but these vectors should be applied for
I=0 and I=1.
C.  Type-II single output checkers.

The testability analysis of the single output checker of
figure 4 is similar to that of figure 2 with only one
difference, the testability of the XNOR gates. We have to
note that in this case for some values of n, some XNORs
that are driven by some inputs Ci, i∈[0, r-1] do not take the
combination (0, 0) at their inputs. Single stuck-at faults on
the terminal lines of each XNOR gate are always testable.
However the testability of transistor stuck-on, transistor
stuck-open, resistive bridging faults and breaks depend on
the implementation of the XNOR gate.

IV . Comparisons and Conclusions.

In this paper we presented a novel method for



designing single and  double output TSC Berger code
checkers under a realistic fault model including stuck-at,
transistor stuck-on, transistor stuck-open, resistive bridging
faults and breaks. The proposed single output TSC Berger
code checkers are the first known in the open literature, and
they are near optimal with respect to the number of the
transistors required for their implementation. Another
benefit of the proposed type-I checkers is that all faults are
testable by a very small set of code words the number of
which does not increase with the information length.

The checkers designed following our method are
significantly more efficient with respect to area and speed
in comparison to the corresponding already known
checkers. Among the already known TSC checkers for
Berger codes the checkers proposed in [17] are the most
efficient with respect to the required area and speed as well
as the fault model. These Berger code checkers  take into
account apart from single stuck-at faults, transistor stuck-
on, transistor stuck-open and resistive bridging faults too.

We have implemented the proposed Berger code
checkers as well as that given in [17] for 8 information bits
with � 1�m technology. The reductions achieved by the
proposed checkers in delay, area and power consumption
(100MHz), against the checkers given in [17] are
respectively 43%, 85% and 82% for the single output type I
checker and 72%, 68% and 65% for the double output type
I checker. We can see that the proposed checkers are
impressively more efficient with respect to speed, area and
power consumption than the checkers given in [17]. We
have to note that the area has been estimated as the sum of
WxL of the transistors, that is, the routing has not been
taken into account. We can easily see that the routing in the
proposed design is significantly less than the routing
required for the implementation of the checkers given in
[17]. The above implies that taking into account the routing
the reduction of the required area becomes even larger in
favor to the proposed checkers. An improvement of the
design presented in [17] was recently proposed in [27]. It is
ease to see that the checkers proposed here are more
efficient with respect to area, speed and power consumption
than the checkers given in [27].
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