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area overhead, and test data storage as well as minimal performance L
degradation and at-speed testing is essential in many BIST applications. '
In many applications 100% fault coverage is also desirable. T

BIST schemes can be classified into two general categories [4], [5]:
test-per-scan and test-per-clock. In the test-per-scan scheme a complete l l 11 1
or partial scan path is serially filled by the test pattern generator (TPG)
[6]-[12], whereas in the test-per-clock scheme a new test vector is ap- cuT
plied to the circuit under test (CUT) at each clock cycle [12]-[24]. In
this paper, we consider only test-per-clock BIST schemes. * * * e * i *

BIST schemes are also classified according to the type of patterns ... W,
they generate. Pseudorandom BIST schemes [2] have the advantaq[:e_ of

very low hardware overhead. However, for circuits with random paf.9- 1+ TPG with single group assignment.

tern resistant faults, high fault coverage cannot be achieved within an

acceptable test length. Test point insertion, weighted pseudorandomye paper is organized as follows: Section I presents the architec-
patterns, CUT inputs reduction, and mixed-mode BIST are the mgjf}e of the TPG scheme while Section |1l presents the grouping algo-
techniques which have been proposed to solve this problem. Althoyghms Experimental results are given in Section IV on the ISCAS'85

test point insertion methods [13] reduce the test length, they increasg) the combinational part of the ISCAS'89 benchmarks.
the hardware overhead and may also pose additional delays on the crit-

ical paths of the system slowing down its performance. Weighted pseu-

dorandom pattern BIST schemes which require very small hardware II. PROPOSEDTPG ARCHITECTURE
overhead have been proposed in [14] and [15]. The method of [15] ha
th'e addltlpnal advantage that it achieves almost complete fault cover. into . groups(n < k) reduces the size of a TPG and the length
with relatively short test sequences. However, [14] and [15] cannot F - s .

. . . the test sequence for BIST applications [16], [17]. As it is shown in
easily used for at-speed testing, because some multiplexers shoul ibe1 theith cell of ann-bit TPG, denoted by, drives a group of
inserted between the linear feedback shift register (LFSR) outputs o IS " ! v group

. . L T inputs.

the CUT inputs. Input reduction based only on compatibility analysis In order to achieve hiah fault coverage in circuits with manv random
of the CUT inputs [16], [17] has the advantage of very small hard- . 1eve nigh fault coverage in circuits wi Y

. ._ pattern resistant faults, many groups and hence very long sequences,
ware overhead. However, in most cases the test sequence length is Bery ded. The test lenath b td by reducing th b
long. In order to reduce the test sequence length, the methods p%gfneri es. b tethe's reesngllts '(rzla'rr]ls ?‘f'?ent(?;vnlt goreer;CIengTo ch:%;“eer
posed in [18] and [19] insert logic between the TPG outputs and tlF hngauLI{[pcéveura eI Withusholrt Itesl'éJ Iclar: th wg rovosega.new sctlwevme
CUT inputs, which makes at-speed testing difficult. Mixed-mode BIS 9 9 9 prop

schemes [12], [20]-[23] impose in the pseudorandom sequence de?gls_ed on multiple partitions of the CUT inputs into groups. Then, the

ministic test vectors for detecting the random pattern resistant fau %St session consists of two or more phases, each one with a different

The methods proposed in [20] and [22] insert logic between the TpHouping of inputs. The number of groups is the same for all phases.

outputs and the CUT inputs making at-speed testing difficult. To _reduce the hardware r(_eqwred_ for the implementation, the
grouping procedure proposed in Section Il ensures that there are

In atest-per-clock BIST scheme, a register must be modified in ordgpyts of the CUT such that:
to operate as a parallel in—parallel out register during normal mode
and as a shift register, LFSR, or two-port register during test mode.
This modification may cause a delay in the normal operation of the 2) each one of theseinputs is assigned to the same TPG output in
circuit, if the register is in the critical path. This is the minimal perfor-

. : all groupings.
mance degradation that a test-per-clock BIST TPG may cause in the grouping . o .
normal operation of the circuit. Since the methods proposed in [14 ’The TPG module can ther_1 _be |mplemented by modifying suitably
[15], [18]-[20], and [22] insert logic between the TPG outputs and 1€ celisky, ..., R, of thek-bitinputregiste(k > n). The proposed

CUT inputs, they may further affect the performance of the system §§7€Me iS given in Fig. 2. The block phase selection determines the
normal operation. phase while the block assigning logic assigns the TPG outputs to the

] ins)uts of the CUT depending on the phase. In the following, we de-
In this paper, we propose a new TPG scheme that ensures: 109%e the modules of Fig. 2 in more detail.
fault coverage, low hardware overhead, short test length, and at-speed

testing because it does not insert logic between the input flip—flops and
the CUT and minimal performance degradation. The proposed sche’%e
is based on multiple partitions of the CUT inputs into groups. A test We denote the k-input register of the CUT as
session consists of two or more phases and during each phase a Rew.. R,, M, ... M;_,. In normal mode the input register receives
grouping of the inputs is used. The number of groups is the same foputs from the previous functional units and feeds them to the CUT.
all phases. The majority of single stuck-at faults is detected by applyifige R, ... R.. cells are modified so that in test mode they implement
the first grouping. New groupings are repeatedly applied, until the fadither an LFSR (with primitive characteristic polynomial) or a binary
coverage reaches 100%. The procedure for the first partition of inpatsunter. This part of the input register constitutes block TPG in Fig. 2.
into groups takes into account all the stuck-at faults, while for the r&he other part of the input registéi; ... M;_,,) is modified to a
maining groupings only undetected faults are considered. Our goamgle-clock two-port register. The single-clock two-port register is
small test set length and low area overhead, are obtained using tmplemented with multiplexed flip—flops, which are controlled by a
grouping algorithms. The first algorithm selects the first grouping @ést/normal mode signal. In test mode, the TPG module produces
the inputs of the CUT using pseudorandom vectors, while the secoibit vectors, and the assigning logic generates vectors each having
one selects the next groupings using pseudorandom test patterns fokthe » bits. Hence,k-bit vectors are generated and applied to the
easy-to-detect faults and deterministic for the rest. CUT. The inputs of the assigning logic module are driven from the

Tonsider a CUT with inputs. The grouping of thg inputs of the

1) each one belongs to a different group from the otherl inputs
in all groupings;

Input Register
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3 Fig. 3. Phase selection module.

for assigning each cell/; to the appropriate cell of the TPG module,

J, J, l 1 l l l l l l l in ea_lch phase. When the test sessio_n consists _of more than one phase,
multiplexers can be used to accomplish this assignment. Ifi¢eik a

member ofp different groups during different phases, thep a» 1

multiplexer is necessary to select the value to be stored to the cell.

If the cell is a member of the same group during all phases, then no

multiplexer is necessary. The number and the size of the multiplexers

flip—flops of the TPG. Hence, while a test vector is applied to CUTan be reduced applying several simplifications.

the input of eact; receives the new value, corresponding to the new 1) Suppose that cellsl; andA; of the two-port register belong to a

state Of the TPG. ThIS Value is aISO Spread through the assigning IOgiC common group, during each phase. Then acommon mu|tip|exer

to the inputs of the celld/;, which belong to the same group wih. is sufficient to drive both cells.

These logic values are stored in the célls... R, My ... My_, at 2) Consider a test session withphases and a cell; that belongs

the next clock edge and hence appear at the inputs of the CUT at the  to 2 different groupgz < m). Then less area overhead can be

next clock period. Then, taking into account that the delay of the CUT  achieved if az — 1 multiplexer along with some glue logic for

is always greater than that of the assigning logic module, we conclude  the selection signals is used to drive this cell insteadrof-a> 1

that the test vectors are available at clock rate. Since the test vectors multiplexer.

are available at clock rate and our technique does not insert any logigiany such simplifications can be performed due to the small number

between the input register and the CUT inputs, we conclude that @floutputs of the TPG module and the small number of phases. The al-

method is suitable for at-speed testing. We consider that a regigigfithm presented in Section Ill minimizes the hardware overhead of

drives the inputs of the CUT; therefore, the multiplexers required fefie assigning logic module, by reducing the number of different outputs

the selection between normal operation and test mode are placedfahe TPG that correspond to an input of the two-port register during

the inputs of the flip—flop of the input register (as in [16, Fig. 7]).  all phases. In that way, a small number (even zero in many cases) of

smaller multiplexers is required for many inputs of the two-port reg-
B. Phase Selection Module isterl

Fig. 2. The proposed scheme.

The test session consists of one or more phases, where in each phase
we have a different grouping of the inputs. During a phase, the TPG Ill. GROUPING PROCEDURE

module of Fig. 2 generates all possible vectors. Fig. 3 presents the bloclf-he objective of the proposed method is to find for a given lemgth

diagram of the phase selection module. . ofthe TPG, different setsS;, with 1 < i < ¢, each one consisting
Let ¢ be the number of phases. Thst TPG stateblock identifies ¢ groupsG', with 1 < j < n, of the primary inputs of the CUT.

the last state of the TPG and triggers-hit countert = [log,(9)], | sets, groupG’ consists of inputs of the CUT that in phasef the

to increase. The decoder transforms the binary output of the counes; session receive the same logic value as the input of the CUT driven

into the S|gna_1lsl’1, P, By, which determine the current phase o,y {he cellR; of the TPG. The proposed method selectsells of the

the test session. During phasenly F; has the value 1. The counterinpyt register to construct the TPG module and considers thé rest

is initialized at thed0 . . . 0 state and is incremented at the beginning ofg|is of the input register as the two-port register module.

each new phase until it reaches staté/hen the counter reaches state First of all, we have to select a value for The selection depends

¢, the end of the test session is signaled byethe of testingplock. on the specific CUT. The value of must be as small as possible, in
The area overhead of the phase selection module is very small. dyger to bound the number of test vectors generated by the TPG. Atthe

it is shown in experimental results, in most of the cases the numbigime time it is preferable for the first grouping to cover the majority of

of the phases is less than 16. Therefore, no more than four cells aggy-to-detect faults, in order to reduce the process time. For that reason

required for the implementation of the counter and the decoder is ve# apply random patterns to the circuit until there is a number of con-

small. Since the length of the TPG is generally low (12 or less in mostsecutivey = 100 vectors that do not detect any new faults. The number

experiments), a very small number of gates is sufficient to identify ths these vectors minus thelast ones is considered as the number of

last state of the TPG. The end of testing block is also very small.  vectors,s, detecting all easy faults. Then the first grouping must apply
We have to note that when the test session consists of only one phase- 1 vectors with2” — 1 > s; therefore; = [log, (s + 1)]. Our

the phase selection module is reduced to the last TPG state block whégperiments have verified that this value is a good initial selection for

signals the end of testing mode. n. Other values close to (greater or smaller) can be also considered
for achieving better hardware overhead or shorter test sequences (as we

C. Assigning Logic Module can see at the experimental results) depending on the designer’s spec-
ifications.

In each phase of the test session the cdllis . . M;._,, of the input

register are divided into groupsGs .. ..., Gin. Ce_”Ri (_)f the T_PG also 1in the case of implementing the multiplexing logic using logic gates, further
belongs to groug+;. The cells of groug+; have identical logic values area reduction can be achieved on the logic circuit by synthesis tools, which has
stored during each phase. The assigning logic module is responsifiiebeen examined in this paper.
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The proposed grouping procedure consists of four main steps. Algorithm A achieves very high fault coverage of the easy-to-detect

ults, even though the produced $etis formed randomly in a very
hort time. However, due to its random nature, it cannot guarantee com-
ﬁ!te fault coverage.

Step 1) The objective of the first step is to derive the first groupin
setS|, in such a way that the majority of the easy-to-dete
faults to be detected under this grouping. For that reason B
algorithm, Algorithm A, is used which does not guarantee
100% fault coverage but runs very fast. We then run fauB. Selection of TPG Cells
simulation for all vectors that can be applied to the CUT .
under this grouping and discard the detected faults from the 1€reafter, we denote a = {I,.../,} the set of inputs of the
fault list. CUT,IR = {IR,,IRs,..., IR, } the set of inputs driven by the cells

Step 2) Atthe second step, test vectors for the undetected faults Bte f72: - - -+ B2 Of the TPG, andM = {IMy,IMa,... . IMi—u}

extracted via an ATPG tool. The ATPG tool is utilized inth€ Set of inputs driven by the cellsf;, Mo, ..., My, of the
order to extract no less than one and no more thaga two-port register. Obviously, we have = TR U IM. The selection
given parameter) test vectors for every nonredundant faff CellS Fi. F2..... . is equivalent to the selection of inputs

whenever that is possible. Multiple test vectors per fault ar'éé‘l’ IRz, ..., IRx.

needed in order to ensure alternatives and produce betteﬁccordi?g to the first grouping the séthas been splitinte groups
groupings on subsequent steps. The laiés, the better C1----- G- From each group we select one representative so as to

the remaining sets;, i > 1, but the larger the execution form setIR. In order to select the representatives, a walgRt L., I, )

time of the ATPG tool is. A typical value used in our ex-[Or every pair of inputsl,, I, is cglcqlated. For each fagﬁ of. the
periments forT is 30. Initially, the ATPG tool runs fault so far undetected fault®8 of the circuit, and for.every pair of inputs
simulation using random vectors and collects all vectors dés I» We calculate the percentagg (L., I;) of its test vectors that
tecting at least one of the targeted faults. If for some faulfi@ve complementary logic values at these inputs. The higher the per-
the random vectors fail to produce at least one test vectorc@ntager s (1o, Ir) is, the more difficult is the fault to be detected if
deterministic ATPG algorithm is employed. inputs L., I, are put in the same group. However, since the test vec-

Step 3) In this step, the cells R., R, ..., R, forming the TPG tors, used by our method, for each fault may represent only a small

are selected. The selection of tie, R, ..., R, is very portion of the tgst vet_:torg which detect this_ fgult, the previous argu-
crucial, hence we developed an effective heuristic proc@lem may be misleading if we base our decision on the exac_t value of
dure. py(Ia, I1). Hence, for each range of values)of(1,, I,) we assign a
Step 4) The last stage of the method has the objective to forns setdveight. Whenp (.., I) is less than 50%, less than half of the pro-
fori > 1. For that reason a heuristic algorithm, Algorithmduced test vectors require complementary values at inyté,. In
B, is developed which receives a set of undetected faulidis case, this fault can be easily detgcted even if inputg, receive
and test vectors and creates a grouping detecting as m;;lag same value and therefore we _assngm;()IU,_Ib) the value of zero.
of these faults as possible. This algorithm is iteratively exP" the other hand, whery (1., 1, ) is approaching 100%, then almost
ecuted until all nonredundant faults have been covered. &ll test vectors require inpufs, I, to receive complementary values;
) . . therefore, the probability that the fault will remain undetected if inputs
In the following, we present the details of Algorithm A, the TPG; 1 receive always the same logic value is very large. In this case
cells selection, and Algorithm B. wy(I,,Iy) is given a large value. Specifically, we assign weights in
the following way:
A. Algorithm A eI, Iy) < 50%
The vector1l...1 is applied to the CUT under any possible 50% < py(la, L) < 70%
grouping, regardless of whether the TPG is implemented as a counter 0% > ps(I., In) < 90%
or an LFSR. When the TPG is implemented as a counter the vector 16, 90% < py(Ia, Ip) < 100%.
00...0 is also always applied. For that reason, depending on the used
TPG, we drop at the beginning the faults detected by these vectors. Then the weightVR(1,, I;) is estimated as the sum of; (I,, I;)
We then consider one group containing all inputs of the CUT arfdr all faults, that isWR(I,,, I;) = Zfep w¢(I4,It). The value of
we attempt to split it into: groupsG, G, ..., G, inn — 1 repeti- WR(I,,I,) is an indication of the impact of assigning inpilts I, in
tions. In each repetitiom, withm € [1,...,n — 1], one of the groups the same group. WhéWR(1,, I,) is large, we should avoid putting
G, Gs,...,Gn is selected and split into two groups. In order to seandl, in the same group. In this case, we prefer to assign these inputs
lect a good group and a good way of splitting it, the algorithm appligs set IR to ensure that they will not be assigned in the same group in
various random solutions until it cannot find a better solution for a preny of the future groupings.
defined number of successive attempts. Specifically, each oneof the At first, among the inputs belonging t6'7 and G we select
groups is repeatedly divided into two random parts while in the santt@ inputsl., € Gi, andl.. € G5 with the maximum weight
time the restn — 1 groups remain unaffected. Then thié*' vectors WR(I41, Is2). We symbolizel,; andI,» asIR; andIR., respec-
produced by the: +1 groups are applied to the CUT and the additionalvely. Then, we select, as representativeif, the inputl.z € Gj
fault coverage is calculated. Among all the random groupings produogtlich has the larger sUMWR (1, loz) + WR(Ik2, I.3). We
by the algorithm, the one with the largest additional fault coverage dgmbolizel,; by IR;. In the same way we select, as the representative
selected. of groupG,, the inputl., € G, which has the maximum value of
In every repetition, the™*! test vectors produced by the selected >~ WR(IRi, L)
m + 1 groups are always a superset of #é test vectors produced
by the originalm groups. For that reason, in each repetition, we exes
cute fault simulation applying only the new vectors for the undetected
faults. This leads to a significant reduction of the execution time of Al- Algorithm B receives as inputs: 1) a list of undetected faults; 2) a set
gorithm A. of multiple test vectors for them; 3) the 9&t;.IR»,...,IR.; and 4)

oo

w.f(Iav Ib) =

Algorithm B
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State 1 State 2 State 3 The first step of the algorithm is the initialization of the graph and
0 0 0 the calculation of the costs of all undetected faults and the costs of their
l test vectors. Then the algorithm executes repeatedly the following two
G‘ 0( @ steps until the fault list becomes empty.
’@ ' 0 ) @ 1) Thetestvectors listis checked for test vectors which do not make
e\ @ @ any reductions of the edges of the graph. These vectors are pro-
duced by any grouping represented by the current state of the
@ @ @ graph, therefore the faults that are detected by these vectors are
v, IR IR, M, IM, 1M, V, IR, IR, IM, IM, 1M, discarded from the fault list.
o1 x 1o 1o 0 xH 2) The hardest fault is selected, that is the fault with the maximum

cost. If the fault has at least one test vector that can be applied
under a grouping represented by the state of the graph, then the
one with the smallest cost (less harmful) is selected. The graph
the groupings constructed so far, and creates a new grouping detecting reductions are performed and the fault is discarded permanently
as many faults as possible. from the fault list, else the fault is temporarily discarded from
Consider a graph where nodes correspond to inputs and the edge the list of the faults.

connecting two nodes represents the ability to put these inputs in thVhen the list becomes empty, all faults discarded temporarily are
same group. The nodes of the graph are divided into two 8gtsthe appended again and new test vectors are extracted via the application
nodes corresponding to inpd®,IRs, . ..,TR., and N, the nodes Of a few random vectors. This is done because some of the undetected
corresponding to inputBV;, IMo, ..., IM,_,. Initially, all nodes of faults may be quite easy and have more test vectors than the so far

Fig. 4. Graph reduction example.

setNr are connected to all nodes of 9éf;. This means that each input €xtracted ones. If new test vectors are extracted the algorithm makes a
of setVy; can be putin the same group with each input of§gt The  new effort to cover them by executing again the above procedure, else
objective is to reduce the edges of the graph in order each node oftbetrepetition terminates and the algorithm initiates a new repetition for
N to be connected with exactly one node of 8gt. Then, all nodes the construction of the next grouping.
of setVas connected to nodER,, along with noddR., constructa  The algorithm terminates when a repetition fails to cover any more
single group. We note that each time the state of the graph represéatdis, or the edges of the graph cannot be furthermore reduced. In the
all permissible groupings of inputs. first case, the edges can be further reduced using hardware minimiza-
The reduction of the graph edges is done as follows: Firstly, the &Pn criteria. For that reason, we examine the previous groupings and
gorithm selects a test vector Let the logic values of the bits corre- try to make the most frequent assignments in the new grouping. In this
sponding to input$M ; andIR, be complementary in Then in order Wway, the necessary multiplexers can be minimized. Specifically, sup-
for ¢ to be applied under any grouping, represented by the state of fif¢se that nodeMl; is connected witlp nodes of the se¥Vr. We select
graph, inputs/ 34; andI R; must not be assigned in the same groug0 retain the connection which assigns input; to the group of input
Therefore, we remove the edge connecting the corresponding nodeBRitin which was mostly assigned in the previous groupings. The rest
is obvious that after the removals imposed by veé¢taach node of of thep — 1 connections are removed.
setNy; must be connected to at least one nodévef else the graph
will not represent a valid grouping. In the latter case, we reject the test
vector. This procedure is repeated until either all faults have been cov-
ered or there is not any other test vector of a so far undetected fault thdn order to validate the effectiveness of the proposed scheme, we
can be produced by the grouping. Then, if a nod&'ef is connected have performed several experiments. Table | gives experimental results
top nodes ofVg, with p > 1, the hardware overhead required by eachn the ISCAS’85 benchmarks. The first and the second column reports
connection is estimated and the- 1 connections with the larger hard- the circuit name and the number of its inputs, while the third column
ware overhead are removed. shows the TPG length used for the experiment. Columns 4 and 5 present
Fig. 4 presents a very simple example of the edge reduction protiee number of phases and the total number of test vectors, respectively,
dure. In this example, a counter TPG is considered. Assume that irgguired for achieving complete 100% fault coverage. The area over-
tially we have setsVr = {IR:,IR2} and N = {IM,IM-,IM3}. head column gives, in gate equivalents (GEs), the hardware required
In state 1 all nodes ofVr are connected to all nodes &f,,. For for the implementation of the assigning logic module and the phase
the vector(IR1, IR, IM;,IM.,IM3) = 01 x 10 the connections selection module. We assume that eaeimput NAND Or NOR gate is
IR; — IM2 andIR> — IM3 have to be removed because the co.5 n gate equivalents, and ea€hflip—flop is equal to 3.5 gate equiv-
responding bits in the test vector are complementary. Then we gégnts. We also assume that the— 1 multiplexer is implemented by
state 2. In the same way for the vectdR+,IR»,IM;,IM,,IM3) = the use ofn transmission gates and is equadtd m gate equivalents.
100 x 1 we get state 3 and the resulting groups #if8,,IM3} and Decoding logic is not used in the multiplexers because the control lines
{IR.,IM,IM,}. The vectors produced by this grouping are (00000re provided directly by the decoder shown in Fig. 3.
(01110), (10001), (11111); therefore, the required test vectors will beTable | shows that when the TPG size decreases, the number of
applied to the CUT. phases required for complete fault coverage increases as well as the
A very crucial factor for the efficiency of the algorithm is the sehardware overhead while the total number of vectors decreases. There-
lection of the test vectors used for the graph edge removal. Each fiese, there is a tradeoff between the area overhead and the test length.
vector and each undetected fault is associated with a cost. The cosA®@IST designer can select between a TPG with small size that leads
test vectow indicates the possibility to fail covering other test vectorso a solution with less test vectors and more area overhead and a larger
if v is selected. Then, based on the costs of their test vectors, the faliG that leads to a solution with more test vectors and less area over-
are classified into easy and hard and a cost is given to each one of theead.
The details are given in the Appendix. A very good approach is to se-The CPU time required for selecting the number of phases and the
lect test vectors beginning from the hard faults because easy faults gasupings of the inputs of the CUT in each phase was measured on
be covered easily. a 500-MHz Intel Pentium-Ill processor system with 100-MHz system

IV. EXPERIMENTAL RESULTS



864 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 21, NO. 7, JULY 2002

TABLE | TABLE I
RESULTS FOR100% FAULT COVERAGE ON THEISCAS’85 REsSULTS FOR100% FAULT COVERAGE ON THEISCAS’89 BENCHMARK
BENCHMARK CIRCUITS WITH HARD TO DETECT FAULTS CIRCUITS WITH HARD TO DETECT FAULTS
. .. Numberof TPG Test Hardware Circuit Number TPG Phases  Test vectors Hardware
Cireuit Inputs Length Phases  \ectors (GEs) of Inputs _ Length (GEs)
5 3 748 1595 <420 14 6 10 630 1415
6 6 378 112.5 7 11 1397 112.5
c880 60 7 6 762 16 5 8 248 106.5
3 5 1275 93 5641 54 6 8 504 93
5 15 465 281 7 6 762 82.5
6 12 756 237 $838 66 8 14 3570 288.5
10 16 16386 790
c1355 41 ; ‘40 igzg 16982 $9234 247 11 1l 22517 632.5
9 3 1533 56.5 s13207 700 ! ; 7 ;4329 228'5
10 1 1023 0 1 7 8665 .5
= M 1397 147 $15850 611 9 12 6132 909.5
c1908 33 8 7 1785 91
9 5 2555 65.5
<2670 233 g ;; 2?;(2) :gg'g of primary inputs of the corresponding circuf, is the functional fre-
10 9 9207 304' quency of the CUT, and is the scan-in frequency of the seeds. For
] 12 3060 719 the technique of [12], the corresponding test application time is derived
7552 207 9 1 5621 632.5 by the formula
10 9 9207 528

Test Application Time= Test Vectorsx f; + Seedsx PI x f»

bus speed and 128 MBs of main memory and was always less thantere test vectorss 3 x Seedsx PI. For our method as well as
min. The largest portion is due to the large number of random solutiol¥=BIST the test application time is given by the formula

applied in algorithm A. This CPU time does not include the ATPG

component, which was notimplemented with efficiency considerations Test Application Time= Test Vectorsx fi.

in mind since it can be substituted by any commercial ATPG tool.

In Table Il, we present experimental results for the combinational Although in Table 11l we do not take into account the reseeding time,
part of ISCAS'89 benchmark circuits with random pattern resistagtir method favorably compares with those of [12], [21], [23], and [24].
faults. In this case, the outputs of the flip—flops used for storing the In Table IV comparisons based on hardware overhead are given.
internal state of the sequential circuit are considered as primary inpd¢gte that the implementation of the MFBIST [21] test pattern genera-
and the inputs of the flip—flops are considered as primary outputs. tion scheme requires a quantity H1 in addition to the equivalent gates

Among the already known test pattern generation schemes figted in Table IV. H1 accounts for a ROM component, a shift register
test-per-clock BIST the schemes proposed in [14], [15], [18]-[20yith parallel load, a Control-PLA, and other combinational logic. Ref-
and [22] insert logic between the TPG outputs and the CUT inpugfence [21] does not give enough information to calculate the hardware
This makes at-speed testing of the CUT difficult and may affe@verhead of H1. From Table IV we can see that our approach in many
the performance of the system in normal operation. The hardwa#@ses is less hardware intensive than MFBIST. The hardware H2 and
overhead of the method proposed in [16] and [17] is minimal, howevEi8 required for the implementation of the control logic of the TPG
the test lengths in most cases are very long. The methods proposéiemes presented in [23] and [24] cannot be calculated, because of

in [12], [21], [23], and [24] as well as our method are suitable foihe lack of information provided in the papers. Even if we do not take
at-speed testing. into account the hardware symbolized by H1, H2, and H3 we can see

In Tables Il and IV, we compare our method against [12], [21}hat in most cases our method requires less hardware overhead than the
[23], and [24] for the ISCAS'85 and ISCAS'89 benchmark circuit®ther techniques.
with random pattern resistant faults. Our method as well as MFBIST The logic required for the modification of arbit register into a
[21] can provide several solutions which tradeoff the test length aggan register in [12], [21], [23], [24] is equivalent to that required in
the hardware requirements. Among the derived solutions the best, vitti sScheme for the modifications of a part di-bit register to two-port
respect to test length, are given. We note that a dash (-) in Tablesrgister and of the rest to an LFSR. Both modifications have not been
and IV means that no results have been provided by the authors ofifigluded in the hardware given in Table IV.
referenced paper for the specific benchmark circuit.

The comparison presented in Table 11l is based on the number of test V. CONCLUSION

vectors required for fully testing the CUT. We note that in [12] and in TPG sch for circuits with rand ft istant fault
[23] the seeds are loaded serially in the register. The same assumptidﬁ new scheme for circults with random pattern resistant faufts

was made for [24] (no hint was given by its authors about this) Sin@gs_been p;OiOSE%TTr_]Ii_E schen;)e Is fbaseq on multiple glrjoupings of
this approach is commonly used and results in the minimum hardwé'?g inputs of the - The number of groupss constant. During

overhead. Thus, the test application time for the techniques of [23] a‘?‘l%icr:' test phase a newdgrouplbng rl18 applied and th? Inputs b_elonglng
[24] can be calculated by the formula to the same group are driven by the same output of-atage prim-

itive LFSR or counter. Using the proposed method we achieve com-
Test Appl. Time= (Test Vectors- Seed$ x fi plete fault coverage with short test lengths and low hardware overhead
1 (Seedsx PI) x f, while supporting at-speed testing. The short test length implies that the
method is attractive to low energy applications. Our experimental re-
wheretest vectorandseedsre the number of the test vectors and seedsilts have shown that our approach compares favorably to the already
needed by each technique for fully testing the CBT,is the number known test-per-clock built-in TPGs.
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TABLE Il
TEST VECTOR COMPARISONS

Proposed MEFBIST [21] [23] [12] LFSR-based TPGs [24]
Circuit  technique ] ] ]
(test vectors) VI;Sc:rs Reduction V::ts;rs Reduction V:;S;rs Reduction VZceti:rs Reduction
¢880 248 1140 78.2% | 1596 84.5% - - 1829 86.4%
c1355 465 2460 81.1% | 1447 68.6% . - 1334 65.9%
c1908 1397 2937 52.4% | 3659 61.8% - - 3759 62.8%
c2670 3570 5592 362% | 7300 51.1% 58930 93.9% 10206 65.0%
¢7552 3060 16K 80.1% | 31282  90.2% 76447 96.0% - -
5420 630 1632 614% | 5775 89.1% 10816 94.2% 10843 94.2%
$641 248 648 61.7% | 2345 89.4% 11458 97.8% 2430 89.8%
838 3570 3696 34% | 17526  79.6% 15742 71.3% 9273 61.5%
$9234 16K 30K 46.6% (108638  84.9% - - - -
s13207 14K 44K 68.2% | 43543 67.1% 64600 77.8% - -
$15850 6132 37K 83.8% | 34121  82.0% - - - -
TABLE IV
HARDWARE OVERHEAD COMPARISONS
| Proposed [MFBIST [21] [23] [12] LFSR-based TPGs [24]
Circuit | Technique| Hardware [ROM bits Control P-LFSR +Bit| ROM Control  Bit Counter{ ROM Control  Bit Counter
(GE) Overhead (GEy _Logic _Counter (GE) [bits (GE)* Logic (GE) _ (GE) |bits (GE)*  Logic (GE)
c880 | 1595 |0 + HI 30 H2 284 - - - 0 0 0
c1355 281 0 + HI 0 0 0 - - - 0 0 0
¢1908 147 |63 + HI 17 H2 165 - - - 0 0 0
c2670 | 464.5 |577.5 + H1| 757 H2 1052 4019 38 27 1922 H3 27
¢7552 | 719 1333.5+ H1| 880 H2 938 5486 38 27 - - -
s420 | 1415 105 + HI 51 H2 169 60 22 20 77 H3 20
$641 106.5 |178.5 + HI 68 H2 257 108 26 20 81 H3 20
s838 | 2885 (294 + HI 182 H2 314 462 31 23 710 H3 23
$9234 | 790 (7665 + HI1| 1297 H2 1114 - - - - - .
s13207| 456.5 [157.5 + HI1| 1225 H2 3114 4375 32 34 - - -
s15850 | 909.5 [556.5 + HI1{ 1986 H2 2723 - - - - - .

* We have taken into account the assumption made in [23], that, on average, 0.25 gates are required for each memory cell of a ROM

APPENDIX
CosT CALCULATION OF THE UNDETECTED FAULTS AND
THEIR TEST VECTORS

2) Suppose that some edges of nbdg have large weights, while the
others have small but not zero. In this case, there are far more test
vectors removing edges with large weights than vectors removing

edges with small weights. Therefore, the edges with large weights
are more likely to be removed during the execution of the algorithm.
Hence, the best policy is to prefer selecting vectors that remove
the edges with large weights and preserve edges with the smaller
weights. The reason is that edges with large weights are expected
to be removed by many test vectors. If we remove all edges with
small weights, taking into account that at least one edge cannot be
removed (the last one), then it is obvious that this edge will have
large weight. This means that many faults may become uncovered.
A good estimation of this property is given by

1

u-ziZeH* Weight (IM; — IR;)

At first, a weight is assigned to each edge of the graph which rep-
resents the possibility this edge to be removed during the execution of
the algorithm. All edge’s weights are initialized to zero. Then for each
pair (IM;,IR;) we increase the weight of the edfid; — IR, by
w/t, wheret is the number of the test vectors of fagilivhich can be
applied under the current state of the graph arttie number of them
which remove edgéM; — IR;.

The weight of the edges will be used for the estimation of the costs
of test vectors and faults. There are some useful properties regarding
the weights of the edges.

1) Consider that all edges of noHd ; have large weights. Then many
test vectors will require the removal of these edges and considering
that at least one of them must not be removed we come to the de-
duction that there is a strong possibility that some faults may be
left uncovered. For that reason, we preserve these edges as long
possible, by avoiding selecting test vectors removing them. A good
estimation of this property is given by

RemoveDanger(v,IM;) =

wherev is a test vector an@®” is the set of all nodeER; which
agatisfy the conditiotthe selection of test vectorremoves the edge
IM; — IR,. The larger th&RemoveDanger(v,IM;) is, the larger
is the number of faults which will become undetected if veeots
selected.
Z 1 3) When an edge of nodBM; has zero weight, then a vector for
1fien Weight (IM; — IR;) removing this edge does not exist. Therefore, no matter what re-
movals are going to be made at the node, this edge will never be

RemoveFreedom(IM;) =

whereR is the set of nodeBRR; connected via an edge wilh ;.
Smaller values oRemoveFreedom(IM ;) indicate greater number

removed. For that reason, such a node should not be taken into ac-
count in our decisions since always guarantees a valid solution.

of faults that will remain uncovered. This is due to the fact that g4qeq on the above observation we define the cost of a test vector as
if a test vector removing an edge of nob ; is selected, then a

large number of test vectors will not be produced by the groupings
represented by the state of the graph.

VectorCost(v) = Z

RemoveDanger (v, IM;)
RemoveFreedom (IM;)

11\’1_7- eM
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wherelM is the set of all nodeBM ; excluding those fulfilling property BDS: A BDD-Based Logic Optimization System
3. The larger the cost of a vectoris, the less test vectors can be pro- o _
duced by the grouping if is selected. Congguang Yang and Maciej Ciesielski

The cost of a faulff, with V; denoting the set of its test vectors, is
then estimated as

Abstract—This paper describes a novel logic decomposition theory
FaultCost(f) = Z WeightVector(v). and a practical logic synthesis systemBDS. It is based on a new binary
decision diagrams (BDD) decomposition technique which supports all

veVy LN . .
types of decomposition structures, includingAND, OR, XOR, and complex

A larger fault cost indicates that it is harder for the algorithm teux, both algebraic and Boolean. As a result, the method is very
cover it. efficient in synthesizing both AND/OR and xoOR-intensive functions. It
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also has a capability to handle very large circuits, as it employs the
BDD decomposition in the partitioned Boolean network environment.
REFERENCES The experimental results show that BDD-based logic decomposition is
M. Abramovici, M. A. Breuer, and A. D. Friedmamigital Systems Ia proTISIIng e}tlterfrf\at|ve to the_ emstlr;g IOQ'Z opttlmlzatlon a:pp(jrgt)_achels.
Testing and Testable DesignNew York: Computer Science Press, n particuar, It oners a superior runtime advantage over traditiona
1990. logic synthesis systems.
P. H. Bal’dell, W. H. MCAnney, and J. SaVB,U“t‘ln Test for VLSI: Index Terms—BDD, |0gic Optimization’ SynthesiS.
Pseudo-Random TechniquedNew York: Wiley, 1987.
V. Agrawal, C. Kime, and K. Saluja, “A tutorial on built-in self-test part
1: Principles,”IEEE Design Test Computensp. 73—-82, Mar. 1993.
H.-J. Wunderlich, “BIST for systems-on-a-chipritegration, VLSI J.
vol. 26, no. 1-2, pp. 55-78, Dec. 1998. Traditional logic optimization methodology, based on algebraic

';Aéo%usme” and V. AgrawalEssentials of Electronic Testingluwer, ¢, qrization [1], [2], has gained tremendous success and emerged as

K.-T. Chenand C.-J. Lin, “Timing driven test point insertion for full-scan dominant method i.n logic synthesis. prever, While near optimal
and partial-scan BIST,” ifProc. Int. Test Conf.1995, pp. 506-514. results can be obtained faomwbD/OR-intensive functions of control

A. Stroele and H.-J. Wunderlich, “TESTCHIP: A chip for weightedand random logic, results are far from satisfactory for arithmetic
gg?grgir%ititéc‘o?‘znsersgoi‘bg‘éa'fggg”jar;dlg:‘;iCO”“E’EE J. Solid- " and xor-intensive logic functions, which can be more compactly
S. Hellebrand, J. Raj’ski, S. Tarnick, S Venkataraman, and B. Courto{gpresented _as aj gom_bmatlon efiD/orR and xOR eXpreSS'o_ns'_

“Built-in test for circuits with scan based on reseeding ofmuItipIe-ponAI'[hOUgh logic optimization methods based on Boolean factorization
nomial linear feedback shift registerdEEE Trans. Computvol. 44, can potentially offer better results than algebraic methods, they failed
pp. 223-233, Feb. 1995. to compete with algebraic techniques due to their high computational

H.-J. Wunderlich and G. Kiefer, “Bit-flipping BIST,” ifProc. Int. Conf. ; : : ; P
Computer-Aided Desigri996, pp. 337-343. complexity. We believe that this failure of Boolean optimization

S. Hellebrand, H.-G. Liang, and H.-J. Wunderlich, “A mixed mode BIstEChniques is caused by inappropriate data structure used to represent
scheme based on reseeding of folding counters?rat. Int. Test Conf. Boolean functions. The predominant cube representation used by
2000, pp. 778—784. o those techniques naturally favors algebraic-based methods and is not
N. A. Touba and E. J. McCluskey, "Bit-fixing in pseudorandom segjitaple for Boolean operations. Consequently, Boolean operations

g;egzgiéggsfgrleggiEEE Trans. Computer-Aided Desigrol- 20, ¢\, -n asmux and xoR received less attention from the onset of

K. Chakrabarty, B. T. Murray, and V. lyengar, “Built-in test pattern genlogic synthesis research.
eration for high-performance circuits using twisted-ring counters,” in We believe that logic synthesis methods will keep evolving with
Proc. IEEE VLSI Test Symp.999, pp. 22-27. the emergence of newer and more efficient logic representations, and

N. A. Touba and E. J. McCluskey, “Test point insertion based on pa ; ; ; em i .
tracing,” in Proc. VLS| Test Symgil996, pp. 2-8. i particular with the accumulation of expertise in binary decision

J. Hartmann and G. Kemnitz, “How to do weighted random testing f¢iiagrams (BDDs). This paper presents the first results of research
BIST,” in Proc. Int. Conf. Computer-Aided Desigtf93, pp. 568-571. that address this new opportunity. It presents a novel theory and a
C. Okmen, M. Keim, R. Krieger, and B. Becker, “On optimizing BIST-set of efficient techniques for logic decomposition based on BDD
architecture by using OBDD-based approaches and genetic algorithmgpresentation. We show that logic optimization can be efficiently

g ?Arogh\él;]S;anesSt iyngﬂl&i?h Ap?ﬁgﬁ%?ﬁggy to design efficient BIS.Inzarried out through an iterative BDD decomposition and manipulation.

test pattern generators,” Proc. Int. Test Conf.1995, pp. 814-823.  Our approach proves to be very efficient for bothp/or- and
——, “Efficient BIST TPG design and test set compaction via inpukOR-intensive functions. To the best of our knowledge, this is the first

reduction,”IEEE Trans. Computer-Aided Desigrol. 17, pp. 692-705, ynified logic optimization methodology that allows one to optimize

|. INTRODUCTION

Aug. 1998. ; ; : ;
K. Chakrabarty, B. Murray, J. Liu, and M. Zhu, “Test width compressior?lmh diverse classes of logic .functl_on.s. We also present a practical
for built-in self test,” inProc. Int. Test. Conf1997, pp. 327—337. and complete BDD-based logic optimization systé8S that can

I. Hamzaoglu and J. Patel, “Reducing test application time for built-ifiandle arbitrarily large circuits. It employs the BDD decomposition
self-test test pattern generators,”Rmoc. VLS| Test Symp2000, pp. techniques in the partitioned Boolean network environment.
369-375.

N. A. Touba and E. J. McCluskey, “Synthesis of mapping logic for gen-

erating transformed pseudo-random patterns for BISTRtot. Int. Test

Conf, 1995, pp. 674-682.

M. F. Alshaibi and C. R. Kime, “MFBIST: A BIST method for random  Manuscript received July 13, 2001. This work was supported in part by the
pattern resistant circuits,” iRroc. Int. Test Conf.1996, pp. 176-185. National Science Foundation under Contract CCR-9901254. This paper was rec-
C. Fagot, P. Girard, and C. Landrault, “On using machine learning fammended by Associate Editor E. Macii.

logic BIST,” in Proc. Int. Test Conf.1997, pp. 338—346. C. Yang is with Chameleon Systems, Inc., San Jose, CA 95134 USA (e-mail:
L. R. Huang, J. Y. Jou, and S. Y. Kuo, “Gauss-elimination-based genayang@chameleonsystems.com).

ation of multiple seed-polynomial pairs for LFSREEE Trans. Com- M. Ciesielski is with the Department of Electrical and Computer Engi-
puter-Aided Designvol. 16, pp. 1015-1024, Sept. 1997. neering, University of Massachusetts at Amherst, Amherst, MA 01003-4410
S. Chiusano, P. Prinetto, and H. J. Wunderlich, “Non-intrusive BIST fddSA (e-mail: ciesiel@ecs.umass.edu).

systems-on-a-chip,” ifroc. Int. Test Conf.2000, pp. 644—651. Publisher Item Identifier S 0278-0070(02)05630-0.

0278-0070/02$17.00 © 2002 IEEE



	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 
	Intentional blank: This page is intentionally blank


