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Abstract—In this paper, a location-assisted on-demand routing approach. A modified Flow Deviation algorithm was proposed
(LAOR) protocol for low earth orbit (LEO) satellite systems is in [7]. The main function of the Flow Deviation algorithm is
proposed and evaluated. This protocol can be viewed as a variant to split traffic into many different paths. A distributed routing

of the well-known ad-hoc on-demand distance vector (AODV) tocol that t h 1P ket ind dently based
routing protocol, tailored to the requirements imposed by the protocol that routes eac packet independently based on

characteristics of LEO satellite systems’ topology. The LAOR Propagation delay and induces no signaling overhead at all was
protocol is assessed for different link-cost metrics and compared assessed in [8].

to centralized routing protocols proposed in the literature thus The common approach in the literature as yet has been
far. Slmulgtl_on studies further document and confirm the positive to periodically collect and evaluate propagation and queuing
characteristics of the proposed protocol. delays in each ISL. Nonetheless, albeit update intervals of about
30 secs (adopted in the literature thus far) provide satisfactory
adaptation to propagation delay variations, when adaptivity to

The past decade witnessed a growing interest in namaffic related metrics (i.e., queueing delay) is required, periodic
geostationary (non-GEO) satellite systems that orbit the eagpdates may result in high overhead. In this paper we propose
at altitudes between 500 km and 1500 km, which are termadocation-assisted on-demand routif@AOR) protocol for
low earth orbit (LEO) satellite systems, on account of theEQ satellite IP networks that employ ISLs. The protocol
appealing features that these systems are endowed with, suchi@sduces the well-known concept of on-demand routing to
low propagation delay and global coverage [1]. Neverthelessitellite networks. LAOR can be viewed as a variant of the
after the limited commercial success of the two operatingi-hoc on-demand distance vec{@&ODV) routing algorithm
narrowband LEO satellite networks, which mainly provid¢g], tailored to the requirements imposed by the characteristics
telephony service, the interest in non-GEO satellite systemfs LEO networks’ topology. The prime aim of the LAOR
has dwindled away. Notwithstanding this decline in interegtrotocol is to minimize end-to-end delay and delay jitter, while
the current trend toward the migration to all IP-based servigeeping signaling overhead to a minimum. Toward this end,
opens new opportunities to this kind of systems. In this contegie path discovery process is invoked independently for each
LEO constellations can be employed to unify far-flung groupadividual connection. However, our algorithm capitalizes upon
of people and provide high quality telecommunication servicéise deterministic characteristics of the LEO mesh architecture
to areas where there is no substantial terrestrial infrastructureorder to restrict the number of satellites that are flooded with
Moreover, LEO satellite networks can play a pivotal rolgoute request messages. The performance of the proposed pro-
in the evolving telecommunications infrastructure, providingpcol is assessed for different link-cost metrics and compared
ubiquitous access to the Internet and supporting multimed@the performance of proposed centralized routing protocols.
services at low transmission cost. Simulation studies further document and confirm the positive

However, as in any wireless or wired telecommunicatiortharacteristics of the proposed protocol.
system, routing data from the source all the way to the The remainder of the paper is structured as follows. The
destination constitutes a daunting challenge in LEO satellf®&OR protocol is delineated in section Il. Section Il is
networks as well. All the studies in this field focused odevoted to the description of the simulation model used for
constellations with inter-satellite links (ISLs). Further, moghe assessment of the new protocol. In section IV simulation
of them take advantage of the deterministic dynamics of thissults are presented and discussed, while concluding remarks
network topology to divide the system period into a humbeire drawn in section V.
of time intervals during which the topology of the network is
fixed.

In [2], [3], [4], [5] centralized routing schemes were pro- Hereinafter we consider a polawélker staj LEO constel-
posed, which relied on the Dijkstra shortest path algorithm tation, wherein each satellite is assigned four ISLs; two intra-
compute the optimal path for any pair of satellites. The stughyane ISLs (that is, links to the adjacent satellites in the same
in [6] treated the issues of both topological design and routimgbital plane) and two inter-plane ISLs (hamely to neighboring
in LEO satellite systems using a finite state automaton (FS#atellites in the right-hand and left-hand orbital planes). It

I. INTRODUCTION

II. LAOR PROTOCOLDESCRIPTION



should be pointed out that intra-plane ISLs are permanent,
whereas inter-plane ISLs are usually switched off as satellites
pass over the poles due to adverse pointing, acquisition and
tracking conditions. We also consider that there do not exist
links that interconnect satellites in counter-rotating orbits, as is
the case with the Iridium system [2].

On its abstraction level, the aforementioned network topo-
logy can be regarded as a mesh grid like the one depicted in
Fig. 1. The fact that most of the proposed routing algorithms
compute the shortest paths periodically, thus being unable tq , ,
capture variations in network state in the meanwhile, motivatedd- 1: A mesh grid and the concept of restricted query area
us to develop an on-demand routing protocol that will calculate
independently the shortest path for each individual connection, .
thuspmaking ?: responsive t(? the current network state. Such an Path discovery process

. o : : Route entry management
approach, however, can induce significant signaling overheadjr y g

To overcome this effect, we propose tloeation-assisted on- Before setting out the delineation of the algorithm, we should

demand routing(LAOR) protocol which takes advantage ofdy out Fhe notations that will be_ used in_ the rest of the paper.
the predictable network topology in order to diminish thgupposmg_that the system conS|st$bbr_b|ta_I plaqes that ea_ch
number of satellites that will be involved in the path discoverg"€ comprisesl satellites, each satellite is uniquely defined
process. The proposed algorithm makes use of some of Hethe pair of virtual coordinategx;y), where0 =y = N j 1
mechanisms that the AODV protocol employs. In particula"f“,ndo “y=Mil

we have borrowed the concept of thede’s sequence numbera. Restricting Network Topology Process

from the AODV protocol which is used in the forward and the Let us assume that a ground terminal served by jtie

reverse path formation. satellite in thei®" orbital plane (hereafter referred to as the

Fr(im no:llv do'?h Wed e}ssume that eacg satel::te maintainssg, ce satellite) wants to communicate with a terminal that is
counter, calle @odes sequence numbas Well as a QUeUE .., o aq by thd®™" satellite in thek™ orbital plane (from now

that contains all the packets waiting for a path 1o be s referred to as the destination satellite) as illustrated in Fig.
up, WhICh is calledlAOR .queueherelnafter._Furthermore, We41 As soon as the up-down links (UDLs) are set up and the
;:onS|dehr (tjhat.eac.h sa;e_lhte shouIIEd rr;]alntaln a route dﬁt.fy irst packet arrives at the source satellite, the latter places the
folrl cac 'efst|natt|'on _0 Interest. Each route entry contains thg .ot i jtsL AOR gueuand thereupon invokes thiestricting
O;V\'t',ngt_m ortm”zi '(:rl'j ifios the destinati elit network topology process
estination satellite:it laentities the destination satellite. . . . . . .
Destination sequence numberthe last heard sequence number of the Assuming that t_he desunatlon,sate”'te '_S known at that time,
destination satellite. the source satellite compares its coordinates to the ones of

Next hop: the satellite that a packet should be sent to. the destination satellite. The outcome of this comparison will
Path expiration time:the time instant at which the route entry, and thus

the path, will become invalid. allow the source satellite _to e_stlmate whetlﬁ%nute requests
Timestamp:the time instant at which the route entry was recorded. (RREQ) must be sent on its right or on its left. However, the
Path cost:the cost of the path. signaling overhead can still be considerable. To further reduce

In addition to the aforementioned route entry, which is usétverhead the proposed algorithm employs another mechanism,
to forward data packets, each satellite also maintains a rowich is actually the workhorse of the LAOR protocol. This
entryReq T where it stores information regardimgute requests mechanism is the adaption of the area to which RREQs will

(RREQs) originated by that satellite. The latter kind of entrhe sent according to the virtual coordinates of the source
comprises four fields: and destination satellites, hence the ndawation-assisted on-

Source satellitethe satellite that sent the RREQ. demand routinghat was given to the protocol.
Source sequence numbethe last heard sequence number of the source Let us turn again to the example depicted in Fig. 1 and

satellite. ) ) .
Next hop: the satellite that a route reply message should be sent to. let Xmin, Xmax, Ymin andymax denote t.he boundaries of the
Timestamp:the time instant at which the route entry was recorded. restricted query areaThe source satellite calculates them as
Path cost:the cost of the path from the source to this node. follows:

The rationale behind the use of this kind of entry is that
the shortest forward and reverse paths between two satellites
are not always the same when the path cost takes account of
queuing delay, since the loading of each link is not the sameThe restricted query areas represented by the dash-dotted

Xmin = minfi; kg; Xmax = maxfi; kg
Ymin = Minfj;1g i 1; Ymax = maxfj;lg+1

in both directions. _ _ _ square in Fig. 1. One may wonder why we opted for looser
For the sake of presentation, the LAOR algorithm is brokefmits on the ‘y j axis”. The rationale behind this choice will be
down into three processes: given through an example. Consider tliay = jl j jj = 1 and

+ Restricting network topology process that one of the two satellites or a group of intermediary satellites



is very close to one of the pole regions. That probably translates
in some broken inter-plane ISLs, thus the establishment of a
path between the source and the destination satellite cannot be Xs » X! i Xsrc = Xdst A3)
assured. Thereby, looser limits guarantee that a path will be
set up. Moreover, when the link-cost metric takes account of

queuing delay, looser limits may result in the establishment of _ . ) .
a shorter path. wherex. denotes the -coordinate of the current intermediate

) satellite, whereagser andxgst denote the -coordinates of the
B. Path Discovery Process source and destination satellites respectively. These equations
As soon as theestricted query areds formed, thepath ensure that RREQs will always be forwarded toward the
discovery processs initiated. The source satellite generates @irection of the destination satellite. In addition to these checks,
RREQ packet regardless of whether it has a route entry for tite: intermediate satellite also avoids sending a RREQ to the
destination satellite or not. This type of packet comprises eigidtellite from which it received the RREQ or forwarding a
fields which are described below. RREQ obtained from a path that will become broken very

Type identifier:it indicates that this is a RREQ packet. shortly. The last constraint can be expressed as
Source satellitethe address of the source satellite.

Source sequence numbethe sequence number of the source satellite.
Destination satellite:the address of the destination satellite.

Destination sequence numbethe last obtained sequence number of the L .
destination satellite. If the source satellite does not have a route entry fs¥hereexpiration thresholds a parameter of the algorithm and

that satellite, then this field is set to zero. determines howiresha path is.

Path cost:the cost of the path (i.e., either the propagation delay or the L . .
sum of the propagation and queuing delays) from the source satellite to Now let us assume that the deStmat[lon Sa_te”'te has rec_ew_ed
the current satellite. a RREQ. It should be stressed that if the link-cost metric is
Path expiration time:the time instant at which the aforementioned path hgased on the end-to-end delay, that is the sum of propagation
will become invalid due to the switching off of an ISL. . : . . .
Timestamp:the time instant at which the RREQ packet was sent out b)fand queuing delays, the first RREQ that will t?e received W'I.l
the source satellite. correspond to the shortest path. Nevertheless, if the propagation

The IP header is also attached to this packet and a replicai§f2y 1S selected to be the link-cost metric, then it is evident

this packet is sent to those neighboring satellites whose virtdfit the first packet that will arrive at the destination satellite
coordinates(x; y) satisfy the following criteria: will not necessarily correspond to the shortest path. The latter

case is more complicated, thus we will base our description on

Xs ® Xc; 1T Xsre > Xast 4)

path expiration time= current time + expiration threshold

it hereafter.
Xmin = X = Xmax () If the destination satellite has already &, T entry for
Ymin = Y *  Ymax (2) the source satellite with the sequence number indicated by the

Now let us assume that an intermediate satellite has receijggpective field of the packet, then it will compare ffzgh cost
a RREQ. First it will check if it has already received a RREdj€ld of this entry to the one of the RREQ packet. If the latter
from that source with the sansequence numbefo this end, IS greater, the_ packet is dropped, otherwise the entry is updated
it checks if there exists aReqT entry with the same sequence/Vith the details of the RREQ packet, tsequence numbest
number and then, theath costfields of theRe, T entry and the the destination satellite is incremented accordingly and a RREP
RREQ packet are compared. The RREQ is dropped orgtif packet is generated and sent to the source satellite through
costof former is smaller than the one of the latter, otherwis#® path established by the received RREQ. As in the case of
the following steps are taken. RREQs, the IP header is attached to RREPs as well. The fields

The intermediate satellite first has to see if it hdseashRT ~ Of the RREP packet are similar to the ones of the RREQ packet.
entry for the destination satellite. Hereinafter' R entry is Type identifier: this field indicates that this is a RREP packet.

id d bdresh onlv if it h b ded af h Source satelliteit contains the address of the source satellite.
C.O”S'_ ered to rc_as o'_" yl .'t as e?n recor _e at?r the  pestination satellite:it contains the address of the destination satellite.
time instant contained in themestampfield and itsdestina- Destination sequence numbeiit contains the sequence number of the
tion sequence numbés greater that thelestination sequence destination satellite. o
b f RRE ket. S . that th istsesh Path cost:the cost of the path from the source to the destination.

numbero Q pac_e : upposmg a _ere existbes Path expiration time:it communicates the path’s expiration time instant
route entry, that satellite replies to RREQ witlreply packet  to the source satellite and is set equal to the respective field of the RREQ
(RREP). This packet will arrive at the source satellite through Q?Cket- . Lo th ive field of the RRE et
the path that has been established by the RREQ packet, namel;}mes amp-equat fo the respective ield ot the Q packet.
using theReq T entries. However, for the sake of presentation As soon as the first RREP packet arrives at the source
let us assume that the intermediate satellite cannot satisfy faellite, all the queued packets as well as any subsequent
RREQ. In that case it records dReqT entry for the source packets are sent to the destination satellite through this newly
satellite (or it updates the existing one) and sends a replicaestablished path. The concept séquence numbenas been
the RREQ packet to the satellites whose virtual coordinatesckoned to provide the loop-free property required in any
which are denoted afxs;ys), fulfill the criteria imposed by multi-hop network [9]. Thus, the proposed technique guarantees
inequalities (1) and (2) and the following inequalities: the establishment of loop-free routes.



C. Route Entry Management shortest paths is also triggered whenever a change in the ISL

What is yet to be specified is the management of routiigPelogy occurs. Moreover, as far as LAOR is concerned, we
tables. As previously noted, each satellite maintains a ro@t the parameteexpiration thresholdto 0:5sec in order to
entry RT for each destination of interest. Each route entgnsure that no packets will be in-flight when the path becomes
contains a field calledoute expiration timethat indicates the invalid.
time instant at which the pa_th will bgcome invalid_. I-!oweve;,,\_ Link Cost Metrics
a new path should be established prior to the expiration of the

previous one. To this end, the source initiatesghth discovery Ths penjfrahéed rgutlng bschedmes tt}:]atDWE :[[ester::i v;/erte prtc;]—
processat timeroute expiration time - expiration thresholé posed in [4], [5] and are based on the Dijkstra shortest pa

new path should also be computed if one of the end termin%@orghm' The_ llnk-c?st functlotr_1 usedd for the_se %rOItO(?OIS IS
is handed over to another satellite. A new path established a gped on a mixture ot propagation and queueing delay:

the admission of a new connection or after a handover will also . _

be of benefit to ongoing connections between terminals served Link cost=WFpp £PD +WFqp £QD (5)

by the same pair of satellites. whereP D andQD denote the propagation delay and queuing
delay respectively, whileNFpp and WFgp represent the

. . . . . weighting factors given to them. The first of these three
The experiments conducted in this work aim at evaluat"lgrotocols is based only on propagation delay, thiEpp = 1

the performance of the proposed routing scheme as wellaﬁ,ﬁj WFop = 0. The two other schemes take account of
comparing it with three centralized routing schemes propos&ﬁeuing delay. In [4], [5] different combinations &% Fpp

so far in the literature. For this purpose, the simulation togl WFop were studied. For the sake of faimess we set
used was coded in the platform of the detailed simulatiqy - = — 1 andWFop = 1 because this combination yields
model of Ns2 [10]. However, as far as routing is concernefls past nerformance. Furthermore, any other combination is
only a centralized implementation of the Dikstra algorithmy, o ficial and does not represent accurately the network state.
taking into account propagation delay, exists. The results to pgeq gifference between the two protocols that take into account
presente(_j were obtained ,by Implementlng Fhe LAOR prOtOCfHe gueuing delay, lies in the method the latter is estimated. In
and modifying the centralized implementation of Ns2 to tak@ first algorithm, queuing delay is taken into consideration by

account of queueing delay as well. To the best of the authogs, o5 of an average value over the update interval. The second
knowledge, this is the first time that Ns2 is used to simulate aBﬂe uses aexponential forgetting functiotEFF)

compare different routing protocols for LEO satellite systems. To derive a feasible methodology for estimating queueing

Two versions of the LAOR protocol were evaluated. Qne thablay we used the ability of Layer-2 protocols to provide
takes only the propagation delay into account to find th&,sistics related to ISL utilization. Then, according to the
shortest path and another that takes account of the total endgip=p ;-1 queuing model [12], the mean number of packets in
end delay, that is the sum of propagation and queuing del ’

) ) don an 3% queueMp o can be estimated by
The five protocols were tested in an Iridium-like constellation,

Ill. SIMULATION MODEL

where ISLs are switched off when satellites cross the polar Mpo = UisL ©6)
regions defined by a latitude thresho@60°). Moreover 200 T liwse

terminals were distributed over the six continents accordifghereu,s, is the mean link utilization provided by LL. When

to the hot spot scenario described in [11], which is baseén EFF function is used, link utilization is calculated by:
on the distribution of web servers. An exponential ON/OFF

traffic generator is attached to each one of them. The simulation

. . — i kil - 1;
parameters are given in Table . UysL = link_state +decay ¢ (ujd, i link_state)  (7)
. _ whereuls, andufd! are the estimated link utilizations when
TAE%LE_ I: S'mllt|aF'0n par?meters thek™ and(k j 1) packets, in the current interval, arrive at
rafrfic generators parameters . . . . .
Packet size 1500 bytes Fhe mtgrface gueue. Link state GOsif ther.e is no packe.t eltlhgr
“On” period 0.3 sec in the interface queue or under transmission, otherwise it is set
“Off” period 0.9 sec to 1. Decay is theforgetting rateand is defined as
bitrate during “On”"periods| 200 kb/s - 1200 kb/s
System’s parameters _ ¢t
Up/downlink bandwidth 15 Mb/S decay =™« (8)
ISL bandwidth 10 Mb/s . . .
ISLLL ql:\gue size 500 packets where ¢t denotes the time interval between the arrivals of
LAOR queue size 3000 packets packetsk andk j 1 in the queue. Then, the queuing delay can
Simulation duration 6050 sec be estimated by the following expression:
i . P acket size
In order to enhance the performance of proactive protocols Queuing delay = Mpo : (9)
the update interval of routing tables was set lifdsec. In ISL bandwidth

addition to the periodic computation, the calculation of therhere the fraction denotes the packet transmission delay.
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IV. PERFORMANCERESULTS --0--Central.-PD
—e— Central.-AV
For the sake of clarity, the five examined schemes are __ 140 ——Central.-EXP
3 --0--LAOR-PD

presented below. g —+—LAOR-TD
Central.-PD: the centralized routing scheme when the link-cost metric is = 1201
propagation delay. g
Central.-AV: the centralized routing scheme when the link-cost metric is g 1004
the sum of propagation delay and average queuing delay. 3
Central.-EXP: the centralized routing scheme when the link-cost metric gl
is the sum of propagation delay and the queuing delay perceived by the e 804
exponential forgetting function. é
LAOR-PD: the LAOR protocol when the link-cost metric is propagation 60
delay. VS SRR =
LAOR-TD: the LAOR protocol when the link-cost metric is the sum of 200 400 600 500 1000 1200

propagation and queuing delay. Terminal's bitrate (kb/s)

It should also be noted that the presented results represent
average values over 10 independent simulation runs. That
number of runs provide®9% confidence intervals 084%
in the worst case.

Our first objective is to show that LAOR can accurately

Fig. 2: Mean end-to-end delay vs terminal’s bitrate

rminals served by these two satellites will be forced to use

deliver packets to their destination regardless of traffic intefiS New path, thus making it congested. This phenomenon
sity. Table I shows the delivery ratios for all the examinefEP€atS in every update cycle and is known as oscillation. It
schemes and for different values of the terminal's bitrat MOre intense in connectionless communications, such as IP
For all moderate bitrates all the examined routing schemi@warding, since data flows quickly adapt to path switching.
manage to successfully deliver generated packets to their ded=i9- 3 illustrates another performance metric that is of great
tination. Nonetheless, when bitrate increase®Gdkb=s and interest, i.e., mean delay jitter. From this figure it becomes clear
above, some links become congested and therefore, packetdh#k LAOR outperforms centralized schemes. An amelioration
dropped. Note that AOR-TDoutperforms the rest of schemesin network performance is witnessed even for moderate bitrates.
the performance o AOR-PDis very close though. Concern-Not only do these results prove that LAOR succeeds in finding
ing the centralized routing schemes, their poor performanéte less congested path, but that successive calculated paths do
compared to LAOR can be attributed to the limited ability?ot differ significantly in terms of end-to-end delay as well.
of the periodic mechanism to effectively evaluate the networldlis is an indication that LAOR effectively splits traffic to
state. Therefore, we expect that these schemes will also perféiferent paths. As expected, when the path discovery process
poorly in terms of end-to-end delay. is based on propagation delay, the performance slightly de-
Fig. 2, which depicts mean end-to-end delay versus téfenerates. At the other extreme, centralized protocols suffer
minal’'s bitrate, substantiates our expectations. It is evidef@m the effects of oscillations. The protocol that relies only on
that the LAOR protocol constitutes a significant improvemef¥fopagation delay achieves a better performance than the other
on centralized schemes. Specifically, for bitrates higher thBMC Protocols since oscillations are not so intense in this case.
1000 kb=s mean end-to-end delay is dropped down by hal©n the contrary, oscillations are mostly the result of queueing
Its striking results are ascribed to its ability to capture traffigelay variations. Furthermore, in order to minimize total delay,
variations as well as changes in the propagation delay of |S|g§ntral-EXP and Central-AV result in paths that consist of a
which stems from the fact that the shortest path discovedjeater number of hops. As we have already explained, these
process is based on instantaneous measurements. Mored®®&PS become congested thereupon their establishment, thus
simulation results reveal that there exist no differences in tM@riations in end-to-end delay are slightly higher.
performance of the centralized routing protocols, albeit onelLast but not least, in order for our study to be complete
would expect the schemes that take account of queuing delay to
outperform the one that relies only on propagation delay. The

reason for this poor performance is that as soon as a new path TABLE 1lI: Normalized Overhead (%)
is computed for a pair of satellites, all communications between| Bitrate LAOR-PD LAOR-TD
(kb/s) | Pkt. Overh.| Byte Overh.| Pkt. Overh.| Byte Overh.
200 0.9593626 | 0.0325039 | 0.9486526 | 0.032148
300 0.6499853 | 0.0220204 | 0.6388396 | 0.0216494
TABLE II: Delivery Ratio 400 0.4921545 | 0.0166723 | 0.4808541 | 0.0162958
Bitrate Central.- | Central.- | Central.- | LAOR- LAOR- 500 0.3982082 | 0.0134892 | 0.3874941 | 0.0131321
(kb/s) PD AV EXP PD D 600 0.335055 | 0.0113487 | 0.3237726 | 0.0109727
200-700 | 1 1 1 1 1 700 0.2890788 | 0.009791 | 0.2774186 | 0.0094018
800 0.999967| 0.999962| 0.999967| 0.999990| 0.999992 800 0.2556861 | 0.0086039 | 0.2441891 | 0.0082758
900 0.999115[ 0.999122| 0.999162| 0.999904| 0.999986 900 0.2306593 | 0.0078107 | 0.2163541 | 0.0073324
1000 0.995494| 0.995826| 0.995662| 0.999346| 0.999932 1000 | 0.2115723 | 0.0071633 | 0.1949158 | 0.0066058
1100 0.988451| 0.988860| 0.988717| 0.998021| 0.999731 1100 | 0.1986213 | 0.0067237 | 0.1788703 | 0.0060621
1200 0.979689] 0.980435| 0.980061| 0.995544| 0.999019 1200 | 0.1878121| 0.0063566 | 0.1653855 | 0.0056052




o Central -PD greater than the byte overhead of LAOR. Finally, as regards
"] :gg:ﬁ:z:-:gp Central.-PD it induces no overhead since it capitalizes on the
147 --o--LAOR-PD deterministic dynamics of LEO networks. Nevertheless, this
é 12 T LAORTD advantage is nullified by its poor performance.
"] V. CONCLUSIONS
% *] In this paper we proposed and evaluated the performance of a
] location-assisted on-demand routing protocol for LEO satellite
= 047 IP networks. In order to diminish the signaling overhead
02+ . induced to the system, a mechanism has been proposed that
00 b ——— : : aims to reduce the number of satellites that will take part
200 400 600 800 1000 1200

in the aforementioned procedure. The proposed protocol was
compared to centralized routing schemes that compute the
Fig. 3: Mean delay jitter vs terminal’s bitrate shortest paths periodically based on the Dijkstra algorithm.
Ample simulation results corroborated the superiority of LAOR
over those schemes. Specifically, LAOR was shown to attain
we should also evaluate the signaling overhead that LAQRuch lower end-to-end delay, delay-jitter and higher delivery
induces to the system. Table Il illustrates both the normalizegtio with negligible overhead. This fact renders it an excellent
packet overhead and the normalized byte overhead. Apparerdhpice for future LEO satellite IP networks.
the overhead of this protocol is negligible regardless of the
employed link-cost metric. Byte overhead appears to be much ACKNOWLEDGMENT
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