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ABSTRACT

Image deformations under simple geometric restrictions are crucial
for Handwriting Text Recognition (HTR), since different writing
styles can be viewed as simple geometrical deformations of the same
textual elements. In this respect, the usefulness of including defor-
mation invariance to an HTR system is indisputable. We explore
different existing strategies for ensuring deformation invariance, in-
cluding spatial transformers and deformable convolutions, under the
context of text recognition, as well as introduce a new deformation-
based algorithm, inspired by adversarial learning, which aims to re-
duce character output uncertainty during evaluation time. The result-
ing HTR system is shown to achieve state-of-the-art performance on
the IAM and RIMES datasets.

Index Terms— Handwritten Text Recognition, Deformable
Convolution, Spatial Transformer Network

1. INTRODUCTION

Handwritten Text Recognition (HTR) is one of the key tasks in
the domain of document image processing. Unlike recognition of
machine-printed text, handwriting is related to a number of unique
characteristics that make the task much more challenging than tra-
ditional optical character recognition (OCR). The most salient of
these characteristics is potentially high writing variability between
writers or even within the text of the same writer. This translates to
a significant challenge to design an effective, generalizable learning
system, with transferability between different learned writing styles
more often not being a given [1]. Neural networks (NNs), among a
variety of other learning systems, have been used for the recognition
of handwriting from early on, with a span ranging between simpler
subtasks such as single digit recognition [2] up to full, unconstrained
offline HTR. The seminal work of Graves et al. [3] enabled neural
net training without assuming any prior character segmentation,
inspiring a plethora of subsequent works for HTR. As it is desirable
to supply NNs, and especially their more modern variants with as
much data as possible, data augmentation techniques have been em-
ployed as a standard part of the training pipeline. Augmentation has
been shown to be a valuable tool that can aid a model to generalize
better. Regarding HTR in particular, augmentation strategies include
applying small linear or non-linear deformations on existing training
images [2]. This way, writing the same characters or words with a
different style or manner may be simulated.
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Related to exploiting the role of deformations as an elemen-
tary operation in the context described above, deformable convolu-
tions and spatial transformers are two concepts that were relatively
recently proposed in the context of NN architectures [4, 5]. De-
formable convolutions generalize the concept of convolution by re-
defining the form of the convolution as being of an adapatable shape.
Convolution weights are expected to multiply inputs not on the usual
orthogonal, canonical K x K grid, but the weight-input coordinate
correspondence becomes subject to learning. Spatial transformers
are NN modules that apply a learnable deformation on the input im-
age or feature map. Subsequent layers are then expected to process
the transformed input more efficiently; for example, an object may
be transformed to a pose that is more convenient for inference in the
next layers. Both deformable convolution and spatial transformer
parameters can be learned using standard back-propagation.

While modules and concepts that are based on the notion of ap-
plying a deformation on inputs, feature maps or input coordinate
frames such as the ones described above have been succesful in nu-
merous vision tasks, in HTR their use is still far from being fully
exploited or even explored. With this paper, we aim to explore the
potential of the aforementioned concepts in the context of the HTR
task. Furthermore, we propose a novel adversarial-based method
that can be easily adapted to vision tasks other than HTR. In particu-
lar, the contribution of this work is two-fold: a) We use deformation-
invariance imposing strategies in the context of HTR '. b) We pro-
pose a novel algorithm that leads to increased HTR performance.
Specifically, given a trained network, we decide if a small deforma-
tion can improve the overall score of the network by reducing un-
certainty over the output probabilities. The algorithm relies on the
rationale of generating and training with adversarial examples [7].

In section 2, we focus on the formulation of handwritten text de-
formations, while in section 3, we describe in detail the backbone of
our system, a compact convolutional-only NN, along with the pro-
posed deformation-invariant modules built for our HTR system. In
order to further increase performance, in section 4, we introduce an
unsupervised algorithm which iteratively reduces output uncertainty
during evaluation. The proposed methods are evaluated with numer-
ical experiments in section 5. We close the paper with a conclusion
and discussion of future work in section 6.

2. DEFORMATION INVARIANCE IN HTR MODELS

In general, learning machines typically are expected to provide an
unchanged output given some kind of transformation of the input
variables. The exact type and magnitude of transformation to which
the learning machine is expected to be invariant, largely depends on

Publised after this work had been submitted, [6] use deformable convo-
lution for HTR.
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Fig. 1: Examples of text image deformations. Top: initial text image.
Middle: Global affine transformation. Bottom: Local deformation.

the specifics of the given task. For example, we require a vision sys-
tem to be able to detect an object regardless of its size and position
in the image, hence in this respect translation and scale invariance
would be desired traits of the detector. The magnitude of a transfor-
mation may also be relevant: In speech recognition, nonlinear warp-
ing of a small magnitude along the time axis that preserves temporal
ordering should leave signal interpretation unchanged. Likewise for
HTR, it is desirable to obtain the same recognition output under spe-
cific types and magnitudes of transformation families.

We distinguish two categories of relevant text deformations (see
Fig. 1 for visual examples): (a) Global affine: Basic geometric trans-
formation over the entire image which includes translation, scale, ro-
tation and slant/skew. The latter corresponds to a very common vari-
ation in writing style. (b) Small local deformations: Non-uniform
geometric deformations, which affect differently each part of the im-
age, can be represented by a grid of coordinate offset values. This
deformation is often referred to as elastic net deformation. Note
that global affine deformation is a special case of the local deforma-
tion formulation. However, in the context of developing a trainable
module the former can be trained considerably easier due to limited
number of parameters (6 parameters for the affine case).

Two major strategies exist in order to implement transformation
invariance for NN-based HTR models: Augmentation, which adds
transformed replicas of original data according to the required in-
variances, and ensuring Network structural invariance, according to
which invariance properties are built into the structure of the net-
work. We focus on the latter, assuming the former as a de facto strat-
egy in all modern HTR systems. Other strategies are also possible
[2], which are however out of the scope of the present work.

Augmentation: Augmentation [2] is the strategy according to
which new samples are generated on the basis of the existing data.
Augmentation has proven beneficial to a vast variety of tasks in deep
learning. In classical augmentation methods, random transforma-
tions are applied to the original data [8]. A more modern approach
employs Generative Adversarial Networks for augmentation, which
has been experimented with successfully in a number of tasks [9, 10].
One promising and rising field of research is adversarial augmenta-
tion [7], which seeks hard” adversarial examples, forcing the model
to generate more precise classification boundaries. Augmentation by
default refers to adding data to the training set, however it can also
refer to test-time augmentation, where test data are transformed in
some way in order to obtain more accurate inference. These re-
search directions —adversarial learning and test-time augmetation—
are closely related to the algorithm we propose in Section 4.

Network structural invariance: According to this strategy, in-
variance is to be built into the network structure. Two of the most
succesful components to handle global and local deformations are
deformable convolutions [4] and Spatial Transformer Networks [5].

Deformable convolutions generalize the well-known operation
of convolution in a straightforward manner, by adapting the neigh-
bourhood information as a function of a trainable offset map. In
particular, deformable convolutions are defined as:
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where R is a set of 2D offsets that form a canonical grid around the
point po for which we compute convolution. Offsets Ap,, can be and
typically are fractional, and in conjunction with corresponding p,,
offsets, they result in sampling input feature map f on non-canonical
positions. Most importantly, offsets Ap,, are trainable. After sam-
pling f, the feature map is multiplied by convolution weights and
summed to provide output g, as in standard convolution.

The main idea of spatial transformers is also intuitive, and simi-
lar to the idea behind deformable convolutions: jointly optimize the
inference module along with a normalization module. The later will
provide such features that will assist the former. Given a set of con-
straints over the transformation, e.g. global affine, one can design
a module that generates an offset grid that complies to these restric-
tions and can transform the input image to a deformed one according
to the offset map using interpolation. The offset grid is the output of
a trainable module, with a set of parameters to be optimized. It is ex-
pected that spatial transformer modules will reduce the variability of
the input images with respect to the aforementioned constraints. A
typical paradigm is the use of an affine transformation, meaning that
the STN module estimates 6 affine transformation parameters and
then transform accordingly the image. Spatial transformers can be
used on the input image, as well as intermittently between network
layers in order to normalize intermediate feature maps. Formally, a
spatial transformer module is defined as:

9(po) = Z f(Pn)kp,, (Po)
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where k corresponds to a sampling kernel. For example, the kernel
km(xz) = 6(|x 4+ 0.5] — m) where ¢ is the Dirac delta function,
corresponds to nearest neighbour interpolation. In practice, bilinear
interpolation is preferred.

3. PROPOSED NETWORK ARCHITECTURE

In order to explore the impact of deformations we rely on deploy-
ing an efficient yet compact neural network as reference, capable
of attaining competitive results without any modifications. Contrary
to the majority of contemporary HTR nets which use recurrent nets
and especially LSTM blocks [11, 12, 8], we propose a convolutional-
only system. We have opted to do so for two reasons: First, our focus
in this work concerns exploring the uses of deformation-related op-
erations. Second, 1D convolutional layers can also model complex
contextual information and address HTR efficiently [13] with only a
fraction of their computational cost.

The proposed architecture consists of two components: the Con-
volutional Backbone, which transforms the input image into a feature
map through consecutive ResNet blocks [14], and the Convolutional
Head, which takes as input a flattened feature map and translates
it into character predictions using 1D convolutions. Applying the
softmax function on the final output, we form a sequence of proba-
bility distributions over the possible characters which is then prop-
agated into a Connectionist Temporal Classification (CTC) loss [3].
Decoding of the output during evaluation is performed by a greedy
selection of the characters with the highest probability at each step.
The network architecture is summarized in Figure 2a. The flattening
operation between the backbone and the head is column-wise max-
pooling, reducing the vertical information on the output feature map
into a single 1D feature vector per column. The convolutional head
then acts as a temporal encoder which combines neighboring infor-
mation, adding gradually more context with each processing layer.
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Fig. 2: (a) Proposed CNN architecture consisted of Convolutional Backbone, Column MaxPooling and Convolutional Head (1D Convs). (b)
ResBlock variation for deformable convolutions. (c) ResBlock variation for the STN case.

Note that the proposed architecture is inherently translation invari-
ant: the CTC logic provides horizontal translation invariance, while
the pooling operation after the CNN backbone, which produces a
sequence of features, provides vertical translation invariance.

Concerning modules to ensure structural invariance, we inte-
grate them to the architecture as follows. Deformable convolutions
are injected directly into the architecture, taking the place of standard
convolution operations in the ResNet blocks (ResBlock), as shown
in Figure 2b. Concerning STN modules, we have found that we can
get excellent results by using a spatial transformer model as a pre-
processor before the vanilla backbone. However, we have also ex-
perimented injecting a shallow STN into the ResNet block between
the two convolutions, as shown in Figure 2c. We further discuss use
of STNs and deformable convolutions in tandem in Section 5.

4. PROPOSED UNCERTAINTY REDUCTION METHOD

In this section we present a new method for reinforcing deformation-
invariance of a trained HTR network, that is applicable at test time.
Conceptually, we borrow from the field of adversarial learning,
where a basic operation is to propagate through a pre-trained net-
work so as to construct new data that completely fail and mislead
the network to wrong predictions.

In our method, we seek to improve the predictions without any
prior knowledge over the labels. For the case of HTR, the NN final
layer output is a sequence of probabilities over the possible set of
characters. Instances of misclassification under this paradigm are
closely related to highly uncertain predictions, where two or more
characters have high probability scores. That is not to say that a
probabilistic model formulation is responsible for these errors, but
rather that it is more unlikely that a correct recognition result will
be obtained when our per-character predictions are uncertain. This
observation leads us to an intuitive formulation of a method: we aim
to find a small deformation that maximizes the overall probability of
the predicted characters, therefore minimizing output uncertainty.

We formulate our method, to which we shall refer to as Uncer-
tainty Reduction (UR), as follows. Let us denote our (trained) NN
as Y = ¢(X), which takes as input an image X and returns a se-
quence of softmax outputs Y of size w X n, where w is the length
of the sequence and n the number of possible characters. Having
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more confident results is equivalent to having as many per-character
softmax predictions as possible that are each close to having one
class close to a probability of 1. Formally, we write this objective
as il >0 yi;, where Y = [y];;. It is straightforward that this
objective can be shorthanded as || Y||3 = tr(YTY) where || - || is
the Frobenius norm. This objective is cast as a loss function £:

L(Y) = ~[l¢(X)][r, ©)

where in contrast to standard training we now seek to optimize £
w.r.t. test image X and assuming network weights to be “frozen”.
The minimal value of this loss is attained when there is no uncer-
tainty at each sequence step, i.e. 0 < —L < w.

In practice this optimization task is under constraints; we are in-
terested in deformations of a small magnitude over the test input -
initial point X. Unconstrained optimization is to be avoided, as if
we allowed large deformations then the solution would tend to co-
incide with extreme, unusable transformations. For example, such
a result would be an overly shrinked input, in order to predict with
high certainty the space character ignoring the existing characters,
since the algorithm is agnostic to the true labels of the text. Start-
ing from input X, we need to find small local deformations of the
image 7 (I,d), i.e. find an appropriate grid offset d of small mag-
nitude, where 7 denotes a bilinear grid sampler. In order to meet
these criteria, we opt to use a small number k of gradient descent
steps. Formally, we use the following iterative formula to optimize
deformation d:

di+l =d; — UV£(¢(T(L dz))) @)

5. EXPERIMENTAL EVALUATION

Evaluation of our methods is performed on two widely used datasets,
IAM [15] and Rimes [16]. All experiments follow the same setting:
line-level recognition, training for 240 epochs with cosine annealing
and restarts every 40 epochs [17] and evaluating using a lexicon-
free greedy CTC decoding scheme. The pre-processing steps are:
1) All images are resized to a resolution of 128 x 1024 pixels.
Initial images are padded (using the image median value, usually
zero) in order to attain the aforementioned fixed size. If the ini-
tial image is greater than the predefined size, the image is rescaled.



The padding option aims to preserve the existing aspect ratio of the
text images. 2) A simple global affine augmentation is applied at
every image, considering only rotation and skew of small magni-
tude in order to generate valid images. Additionally local defor-
mations and morphological operations, based on max-pooling, are
applied as in [12]. 3) Each line transcription has spaces added be-
fore and after, i.e. "He rose from” is changed to ” He rose from
. This operation aims to assist the system to predict the marginal
spaces that exist in the majority of the images. Experiments were
run on the IAM dataset unless explicitly stated otherwise. Charac-
ter Error Rate (CER) and Word Error Rate (WER) metrics are re-
ported in all cases (lower values are better). Code is available at
https://github.com/georgeretsi/defHTR.

Using and combining structural Deformation Invariance Mod-
ules: First, we evaluate different settings of spatial transformers.
Global affine parameters are reduced to 4 instead of the maximum
of 6. We exclude translation parameters since the proposed archi-
tecture is already translation-invariant as explained in Section 3. We
distinguish two granularities of deformations, global (affine) or lo-
cal, along with two variations of including STN into the network, at
input level (consisted of 4 ResBlocks) or at ResBlock level (multi-
ple STNs that use 1 x 1 convolutions). The results are summarized
in Table 1a. STNs based on global deformation under small affine
transfomations can be helpful regardless of their usage, i.e. input or
ResBlock. On the other hand, we observe that the elastic net vari-
ant performs worse than the CNN baseline for both alternatives. In
practice, the training of such local STNs has proven to be difficult
and they do not converge into helpful solutions with typical uncon-
strained back propagation.

Def. Variation CER% WER% Level CER% WER%
baseline 5.10 18.03 baseline 5.10 18.03
Global Input 4.88 17.76 0 5.12 18.00
Global  ResBlock 4.94 17.65 1 4.89 17.63
Local Input 5.01 19.01 2 491 17.07
Local  ResBlock 6.12 20.25 1,2,3 4.67 16.57
(a) (b)

Table 1: Exploration of different architectural settings for (a) STNs
and (b) deformable convolutions.

Next, we focus on deformable convolutions. In Table 1b, we
explore the impact of introducing deformable convolutions at dif-
ferent levels of the architecture (the ResBlocks between downsam-
plings correspond to a level, see Fig. 2a). With the exception of the
first level, introducing a deformable ResBlock improves the overall
performance, incrementally at each level, while adding deformable
convolutions along the entire architecture considerably outperforms
the baseline network and the STN variants. This result supports the
theoretical advantage of deformable convolutions over STNs: they
are more flexible, since a different local deformation can be defined
as fine as the pixel level.

Additionally, we examine the case of simultaneously adding an
affine STN at the input of the network, along with the modified de-
formable architecture. The results were identical, with or without
the STN module, hinting that deformable convolutions produce in-
variant features that include the STN normalization.

Uncertainty Reduction method: Finally, we validate the UR al-
gorithm we proposed in section 4.The results are summarized in Ta-
ble 2, considering several variations. Specifically, CNN and defCNN
denote the baseline and its variation of deformable convolutions, re-
spectively, while STN denote the global affine input version of the
STN implementation.
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The results highlight the capacity of improvement of HTR net-
works through minor deformations. In other words, the minimiza-
tion of uncertainty assists to uncover more reliable solutions close
to the initial one. As expected, larger margin for improvement is
observed when the system is underperfoming, e.g. the initial CNN
baseline. Nonetheless, the proposed algorithm consistently improves
performance regardless of the choice of the architecture. This per-
formance increase comes at the cost of extra execution time require-
ments, since we should back-propagate through the network several
times (k = 5 for the reported results).

w/o UR w/ UR
Architecture CER % WER % | CER% WER
CNN 5.10 18.03 4.95 17.31
CNN + STN 4.88 17.76 4.69 16.89
defCNN 4.67 16.57 4.55 16.08
defCNN + STN 4.66 16.63 4.55 16.25

Table 2: Impact of the proposed Uncertainty Reduction algorithm
for k = 5 iterations.

State-of-the-Art Comparison: In order to grasp the significance
of the reported performance, we compare the proposed methods
with the existing literature (lexicon-free line-level HTR). The results
are summarized in Table 3. For the case of IAM dataset, we con-
siderably outperform every reported method, including approaches
based on LSTMs [12], attention mechanisms [18] and Sequence-to-
Sequence transation [19, 20]. Considering RIMES dataset, we also
achieve SoA results, without outperforming all existing methods.

1AM RIMES
Architecture CER% WER% | CER% WER %
Chen et al. [21] 11.15 34.55 8.29 30.5

Pham et al. [22] 10.8 35.1 6.8 28.5
Khrishnan et al. [23] 9.78 32.89 - -
Chowdhury et al. [19] 8.10 16.70 3.59 9.60

Puigcerver [12] 6.2 20.2 2.6 10.7
Markou et al. [24] 6.14 20.04 3.34 11.23
Dutta et al. [8] 5.8 17.8 5.07 14.7

Tassopoulou et al. [25] 5.18 17.68 - -

Yousef et al. [18] 49 - - -
Michael et al. [20] 4.87 - - -
Cojocaru et al. [6] 4.6 19.3 4.6 14.8
CNN 5.10 18.03 343 12.78
CNN + UR 4.95 17.31 3.33 12.25
defCNN 4.67 16.57 3.11 11.05
defCNN + UR 4.55 16.08 3.04 10.56

Table 3: Performance comparison for IAM/RIMES datasets.

6. CONCLUSION

In this work, we proposed a convolutional-only HTR architecture
that uses techniques for deformation invariance in order to boost
performance. To further increase HTR performance, we proposed
an iterative unsupervised algorithm for reducing the character un-
certainty at the softmax output of the network. Considering future
work, the experimental exploration hints towards several possible
extensions: explore thoroughly the training strategy of the local de-
formation STN variant, apply the proposed approaches in conjunc-
tion with a RNN and formulate an appropriate adversarial augmenta-
tion scheme, akin to the methodology presented in Section 4, which
aims to maximize uncertainty as a generator of “hard” examples.
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