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ABSTRACT

In this work, we investigate the problem of predicting gender

from still images using human metrology. Since the values

of the anthropometric measurements are difficult to be esti-

mated accurately from state-of-the-art computer vision algo-

rithms, ratios of anthropometric measurements were used as

features. Additionally, since several measurements will not

be available at test time in a real-life scenario, we opted for

the Learning Using Privileged Information (LUPI) paradigm.

During training, we used as features, ratios from all the avail-

able anthropometric measurements, whereas at test time only

ratios of measurable (i.e., observable) quantities were used.

We show that by using the LUPI framework, the estimation

of soft biometric characteristics such as gender is possible.

Gender classification from human metrology is also tested on

real images with promising results.

Index Terms— Gender Classification, Privileged Infor-

mation, Anthropometry, Soft Biometrics

1. INTRODUCTION

Identifying humans based on soft biometrics has been an ac-

tive area of research over the past decade [1]. In the work

of Jain et al. [2], a framework for integrating soft biomet-

ric information such as gender, height, weight, age, and eth-

nicity with the output of the primary biometric system (e.g.,

face) is introduced. Most of the existing work [3, 4, 5] has

approached the problem of classifying humans based on soft

biometrics originating from facial information. However, in

a real-life surveillance scenario, information from the face

is not always available, as the face might be covered or oc-

cluded. Hence, approaches that employ information from the

whole body to identify soft biometrics such as gender were

introduced [6, 7, 8]. Anthropometric measurements can be

exploited as soft biometrics, since they can be obtained at a

distance or from a single image and they can also be employed

to reduce the search space [9]. Even if the body is partly vis-

ible (i.e., occluded) and gait information cannot be exploited,

several such anthropometric ratios can be extracted and con-

tribute to human identification. In the work of Adjeroh et al.
[10], the correlation of a variety of anthropometric features

from the CAESAR anthropometric database [11] was investi-

Fig. 1: Employing privileged information in human metrol-

ogy for gender prediction. Additional information is provided

about the anthropometry of the human model only during

training. Photo by Hotlanta Voyeur is licensed under CC BY.

gated and a cluster-driven prediction model based on human

metrology was introduced. Using the same dataset, Cao et al.
[12] proposed a copula model (i.e., the marginal probability

distribution of each variable is uniform) to predict the gender

and the weight from human metrology. Finally, the use of ra-

tios of anthropometric measurements has also been employed

for person identification from Kinect videos in the work of

Munsell et al. [13].

The Learning Using Privileged Information (LUPI) frame-

work, which is implemented using the SVM+ algorithm, was

introduced by Vapnik [14], and Vapnik and Vashist [15]. The

new learning model places a nontrivial teacher in the training

process who supplies the training set with additional infor-

mation (i.e., features) that is not available for test examples.

Following that, fast algorithms for solving the optimiza-

tion problem of SVM+ were proposed [16], new approaches

[17, 18, 19, 20] were introduce dWand discussions [21] on the

LUPI paradigm have been ensued. Only recently, the LUPI

paradigm was employed with applications to biometrics such

as face verification and person re-identification [22], and soft

biometrics for age estimation [23].

We propose a novel method, which performs gender (bi-

nary) classification using ratios of anthropometric measure-

ments. Figure 1 depicts an overview of our approach when the

LUPI [15] paradigm is employed. Our work follows a similar



approach with the method of Cao et al. [12], in the sense that

the same anthropometric database is used to predict soft bio-

metric attributes. However, there are two distinctive differ-

ences. First, since the actual anthropometric measurements

are highly unlikely to be obtained accurately from state-of-

the-art computer vision algorithms that use images or videos

captured from surveillance cameras, we opted for using ra-

tios of anthropometric measurements. Second, we argue that

several anthropometric measurements are relatively difficult

to be estimated automatically (e.g., circumferences of human

parts) and that such information will not be available in au-

tomatically acquired data. To the best of our knowledge, this

the first time that: (i) ratios of anthropometric measurements

are used in a scenario that does not employ depth information,

and (ii) human metrology is used to predict soft biometric at-

tributes from real images.

2. GENDER PREDICTION WITH LUPI

Below, we introduce the sets of features that will be used

for each task, review the concepts of SVM for completeness,

and describe the SVM+ algorithm and the Margin Transfer

method of Sharmanska et al. [18]. Throughout this section

the same notation as in the work of Sharmanska et al. [18] is

used.

Ratios of anthropometric measurements: Based on the

findings of the work of Cao et al. [12], using the actual values

of anthropometric measurements (e.g., limb lengths in mm)

from an anthropometric database results in good gender clas-

sification accuracy. We argue though, that such information

cannot be accurately obtained from state-of-the-art computer

vision algorithms without employing depth information (e.g.,

use data obtained from a Kinect RGB-D sensor). To ad-

dress this limitation, we propose to exploit the use of ratios

of anthropometric measurements. Hence, errors during the

estimation of the actual values will be alleviated. A variety

of anthropometric measurements from the body and the head

is provided in the CAESAR database [11]. We divide these

measurements into two groups. The first group contains only

ratios of body measurements that can be captured from a reg-

ular surveillance camera and computed from state-of-the-art

computer vision algorithms. This set, which will be denoted

as X , contains only observable information (e.g., arm or leg

lengths) and will be available during both the training and the

testing phases. The second group, which will be denoted by

X∗, contains ratios of body measurements that are difficult

to obtain with an automated acquisition system (e.g., circum-

ferences of body parts) as well as a few measurements that

correspond to the head (e.g., head breadth or face length).

This type of information is considered as privileged and it

will not be available at test time.

From SVM to SVM+: In the standard paradigm of su-

pervised learning for binary classification, the training set

consists of N pairs of feature vectors xi, along with their

respective labels yi, represented as (x1, y1), . . . , (xN , yN ),
xi ∈ R

d where d is the number of features of each sam-

ple and yi ∈ {−1,+1}. The standard SVM classifier finds

a maximum-margin separating hyperplane between the two

classes and solves the following constrained optimization

problem:

minimize
ξ1,...,ξN ,

w, b

1

2
||w||2 + C

N∑

i=1

ξi,

subject to: yi
(〈w, xi〉+ b

) ≥ 1− ξi

ξi ≥ 0, i = 1, . . . , N

(1)

where w ∈ R
m represents the weight vector, ||w||2 indicates

the size of the margin, b ∈ R is the bias parameter, ξ is the

slack variable for one training sample and indicates the de-

viation from the margin borders and C denotes the penalty

parameter. In a LUPI setup, during the training phase, in-

stead of pairs we have triplets (xi, x
∗
i , yi), x ∈ R

d, x∗ ∈ R
d∗
,

yi ∈ {−1,+1}, where feature vectors x∗ represent the addi-

tional (i.e., privileged) information. During the testing phase,

features from the privileged space X∗ are not available. The

goal of LUPI is to exploit the privileged information during

the training phase to learn a model that further constrains the

solution in the original space X and thus, it can describe more

accurately the testing data. In this paradigm, the slack vari-

ables ξi are parameterized as a linear function of privileged

information ξi(w
∗, b∗) = 〈w∗, x∗

i 〉 + b∗. The SVM+ prob-

lem in the training phase solves the following minimization

problem:

minimize
w, b, w∗,b∗

1

2

(||w||2 + γ||w∗||2)+ C
N∑

i=1

ξi(w
∗, b∗).

subject to: yi
(〈w, xi〉+ b

) ≥ 1− ξi(w
∗, b∗)

ξi(w
∗, b∗) ≥ 0, i = 1, . . . , N

(2)

Margin Transfer: Sharmanska et al. [18] investigated the

framework of using privileged information for object recog-

nition and introduced a Margin Transfer approach. The pro-

posed method interprets the LUPI concept as learning the eas-
iness and hardness of each sample to be classified based on

the margin distance to the classifying hyperplane in the priv-

ileged space. This knowledge is then transferred to the orig-

inal space to train a classifier with improved performance. A

standard SVM classifier is first trained on X∗, the prediction

function of which is f∗(x∗) = 〈w∗, x∗〉, and the margin dis-

tance ρi := yif
∗(x∗

i ) between the training samples and the

decision function in the privileged space is computed. Large

values of ρi indicate that the respective sample can be clas-

sified easily, low values correspond to samples that are more

difficult to classify, and negative values samples that are im-

possible to classify. The minimization problem is formulated



as follows:

minimize
w∈R

d, ξi∈R

1

2
||w||2 + C

N∑

i=1

ξi.

subject to: yi〈w, xi〉 ≥ ρi − ξi

ξi ≥ 0, i = 1, . . . , N

(3)

Unlike SVM+, the performance of the classifier in the privi-

leged space is very important for the Margin Transfer method

because the information in the privileged space defines the

margin in the original space.

3. EXPERIMENTAL EVALUATION

For the purpose of this paper, we used the CAESAR database

[11] which is comprised of 44 anthropometric measurements

(in mm), the weight (in kg) and the gender of 2,392 US and

Canadian civilians. After data-preprocessing and discarding

data with missing values, the size of the dataset used for the

experimental evaluation is 2,369×39 including the gender.

The ratios of anthropometric measurements we obtained are

split to: (i) X which contains (12×11)/2 = 66 observable fea-

tures (i.e., ratios) for each human subject and (ii) the privi-

leged set X∗ with size of (26×25)/2 = 325 for each sample.

Furthermore, since in many real-life scenarios some of the ob-

servable features (X) may not be available (e.g., due to occlu-

sions) we investigated separately the cases of having, at test

time, features only from the upper body (e.g., arm lengths)

or only from the lower part of the human body (e.g., knee

height). When no privileged information is used, we opted

for a linear SVM which requires only the penalty parameter

C to be cross-validated. For SVM+, we used a linear kernel

in the original space and a radial basis function kernel type in

the correction space. In the latter case, additional tuning of the

kernel coefficient γ in the correcting space is necessary. The

search-space for both C and γ were [10−4, 10−3, . . . , 104]. A

standard 5-fold cross-validation scheme was selected and a

full-grid search was performed.

Gender Classification on the CAESAR dataset: In Table 1,

we present the results of the proposed approach using the

standard SVM and SVM+ methods when the testing set com-

prises observable features: (i) from the whole human body

(i.e., X), (ii) only the lower body (i.e., XL), and (iii) only

the upper body (i.e., XU ). The last two rows correspond to

classification results when all the measurements are used in

both training and testing and can be interpreted as an upper

boundary for the classification performance. The second to

last row uses ratios of anthropometric measurements as fea-

tures, whereas the method of Cao et al. [12] uses the corre-

sponding actual values of the measurements. When all the ob-

servable features are used, the LUPI paradigm improves gen-

der classification accuracy. Interestingly, features from the

lower part of the body exhibited a significantly better clas-

sification accuracy compared to the ones obtained from the

Testing Features SVM SVM+

X 97.61± 0.44 98.18± 0.56
XL 95.34± 0.74 95.82± 0.81
XU 76.69± 2.98 76.54± 2.95

X ∪X∗ 99.10± 0.23 -

Cao et al. [12] 99.37 -

Table 1: Gender classification mean accuracy (%) and stan-

dard deviation on the CAESAR dataset using SVM and

SVM+. The first column denotes which of the observable

features are available at test time. The last two rows employ

all the available information during both training and testing,

and thus a LUPI framework is not applicable.

upper body. When only upper body features are available

at test time, the LUPI framework does not appear to result

in increased accuracy, and in both methods the classification

accuracy is reduced to 76.6% while the standard deviation

increases to almost 3%.

Leveraging Privileged Information in Human Metrology:
Beneficial or Redundant? Based on the results obtained

from the SVM+ method, the LUPI framework can improve

the classification accuracy. However, two important charac-

teristics of LUPI have to be taken into consideration. The first

is what may be considered privileged information. Although

conceptually it might be appealing to use circumferences of

human limbs as prior information to boost the gender predic-

tion accuracy, we demonstrated that this is not always true

(e.g., when only upper body features are visible). The second

is how the existence of privileged information is exploited to

improve the accuracy during test time. To investigate this is-

sue, we used the Margin Transfer algorithm of Sharmanska

et al. [18] and report gender classification accuracy results in

Figure 2. In contrast to the SVM+ approach, in the Margin

Transfer method the performance of the classifier in the privi-

leged space is of significant importance, and thus it is denoted

with SVM - Priv. Space. Interpreting the LUPI framework in

this manner results in a slightly worse classification accuracy

compared to a standard SVM. The reason is that the perfor-

mance in the privileged space is worse than in the original

data.

Gender Classification on real data: Our next objective is

to use the discriminative power of the anthropometric mea-

surements to perform gender classification on humans in real

images. We opted for the Point and Shoot Face Challenge

(PaSC) dataset [24] which is comprised of 2,802 videos of

293 people who perform a simple action while walking to-

wards the camera and the SARC3D dataset introduced by

Baltieri et al. [25]. For each human in the PaSC dataset, we

selected the first frame of the respective video in order for the

full body to be visible and created a dataset with 248 images

of 116 men and 132 women. Since in the PaSC images the
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Fig. 2: Gender classification accuracy (%) in 20 random train-

test splits using a standard SVM, the Margin Transfer method

[18], and a standard SVM in the privileged space.

face is visible and gender prediction can be performed using

facial information, we also selected all 50 images from the

SARC3D dataset, which depicts people walking away from

the camera. The number of men and women in SARC3D

is 43 and 7, respectively. In both datasets, we annotated 15

main joints in 2D in order to avoid an additional source of er-

ror originating from the 2D pose estimation algorithm. For a

completely automated system, a state-of-the-art 2D pose es-

timation algorithm [26] can be employed. We then used the

method of Zhou et al. [27] to perform 3D pose estimation for

each human and computed their observable features (i.e., ra-

tios of limb lengths). A representative example of the feature

extraction process is shown in Figure 3. Gender classifica-

tion results are reported in Table 2 using a standard SVM for

20 random train-test splits. The reason the reported classifi-

cation accuracy on SARC3D is higher than PaSC, can be at-

tributed to the fact that the 3D poses in SARC3D are easier to

be estimated since people are standing in an upright position.

Columns two to four in Table 2 contain different results de-

pending on which parts of the human body are visible. Iden-

tifying the gender of humans from real images using anthro-

pometric measurements is a challenging task. Its difficulty

arises from the fact that the 3D pose estimation algorithm

starts with an initial 3D pose and a dictionary of poses (i.e.,

bases) and by exploiting this information maps the 2D joint

locations to 3D through an optimization scheme. The perfor-

mance of this algorithm is sensitive to the initialization, and

Set of features

Dataset X XL XU

PaSC 71.37± 1.64 57.65± 2.82 58.06± 2.73

SARC3D 86.00± 2.00 78.00± 4.00 72.00± 4.00

Table 2: Gender classification accuracy (%) on still images

from the PaSC and SARC3D datasets using an SVM when

the feature set contains full, upper and lower-body features.

Fig. 3: Depiction of extracting anthropometric features from

images. Given an image with 2D annotations, 3D pose esti-

mation is performed to obtain the landmarks in 3D and com-

pute the ratios of observable measurements

thus the performance is not always robust. Note that employ-

ing privileged information from the CAESAR dataset, and

exploiting this information at test time using as features the

obtained measurements from the images, resulted in a worse

performance. Thus, the LUPI paradigm using anthropomet-

ric measurements estimated from images was not investigated

further.

4. CONCLUSION

In this paper, we proposed a novel method of performing

gender classification using human metrology. Feature vectors

comprise ratios of anthropometric measurements because

they can be estimated more accurately than actual measure-

ments in mm from state-of-the-art computer vision tech-

niques. Most of the features available during training will not

be available at test time in real-life scenarios. Consequently,

we opted for the Learning Using Privileged Information

framework. We observed that using privileged information

usually results in more accurate gender classification than the

standard SVM. Results are reported under different scenarios

where part of the body is not fully visible. Using real images

from the PaSC and SARC3D datasets, we used a state-of-the-

art 3D pose estimation algorithm to obtain the joint locations

in three dimensions, computed the ratios of the respective

limb lengths, and presented promising results.
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